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Abstract—In this paper, we propose a method to reduce the
memory requirement of Convolutional Neural Networks (CNN)
in the inference phase. Before feeding an input image into the
CNN model, input image will split evenly to several sub-images
and feed them into models respectively and combine the output
after a certain layer.

Index Terms—Deep learning, Convolutional Neural Networks,
memory optimization

I. INTRODUCTION

Convolutional neural networks have demonstrated excellent
accuracy and performance in various computer vision tasks
due to their powerful feature extraction ability. As various
high accuracy CNN models are designed, more and more
parameters are required in the model, and the amount of
memory occupied by the activation resident on the device
memory is also increasing.

Therefore, the recent research direction of CNN is toward
device-friendly development, which aims to reduce the con-
sumption of computing resources while having acceptable
accuracy. Common methods are lightweight model design and
model compression. Model compression can be divided into
two category: pruning and quantization.

Efficient CNN architecture design has been proposed by a
lot of works that by replacing the traditional vanilla convo-
lution layer. ResNet [4], replace a 3x3 convolution between
two 1x1 convolution layers which is the ‘bottleneck module’,
reducing the number of parameters and FLOPs of the model.
MobileNet [5] adopt depth-wise convolution as alternatives to
normal convolution.

For model compression, pruning is to reduce redundant
weight by cutting the unimportant neural connections. Han
et al. [1] proposed to prune the weight of a pretrained model
which below a certain threshold.Quantization can store the
type of activation and weight into low bit int the device
memory. Courbariaux et al. [2] binarized the weights of model
into –1 and +1. Jacob et al. [3] adopt 8-bit integers for both
activation and weight.

We proposed a method to split the input image into 4
parts before feeding them into a pretrained CNN model for
inference. In this way, the size of each input image is only a
quarter of its original size. In the inference phase, the peak
of memory usage is the addition of model parameters and

Fig. 1. Splitting input to 4 packs as new input.

the input activation and output activation of a certain layer.
After crossing the original peak point, the output activation
from the four inputs is combined. It can reduce the peak of
memory usage in the CNN model.

II. SPLITTING IMAGE INFERENCE

In this section, we explain the proposed method to reduce
memory usage of CNN inference. The method is shown in
figure 1. Input images X ∈ Rc×h×w (c, h, w representing the
channel, height and width) are split into four parts X1, X2, X3

and X4, size of each part is c × h
2 ×

w
2 and feed into CNN

model one by one. After passing through the peak point of
memory usage originally due to the addition of parameters
and input activation and output activation of a certain layer,
combine four outputs activations concatenation and complete
the remaining inference.

This paper uses the ImageNet dataset as the experimental
dataset and Pytorch as the experimental framework. Figure
2 demonstrates the effect of combining outputs after different

(a) ResNet18 architecture

(b) Memory footprint of ImageNet dataset inference

Fig. 2. GPU memory utilization of different stages of a ResNet18 forward
computation
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TABLE I
RELATIONSHIP BETWEEN OUTPUT ACTIVATION COMBINING POSITION, INFERENCE ACCURACY AND MEMORY REDUCTION OF CNN MODELS INFERENCE

IMAGENET DATASET

ResNet18*
combination position bn1 layer[0] layer1 layer2[0] layer2 - - - Resize Image Retrain Model

memory reduction (%) 3.65 5.55 6.47 7.08 7.08 8.53 8.53
accuracy (ours) 67.78 68.63 68.81 68.13 66.95 47.73 60.97

accuracy baseline 69.67

ResNet50*
combination position layer1[0] layer1[1] layer1[2] layer2[0] layer2[1] layer2 [2] - - Resize Image Retrain Model

memory reduction (%) 0.34 0.34 1.82 4.70 4.70 4.70 6.62 6.62
accuracy (ours) 75.33 75.63 75.61 75.67 75.38 74.94 60.10 68.03

accuracy baseline 76.10

MobileNetV2*
combination position features[0] features[1] features[2] features[3] features[4] features[5] features[6] features[7] Resize Image -

memory reduction (%) -0.42 -0.42 12.60 17.59 21.19 21.19 21.19 21.19 29.27
accuracy (ours) 70.27 69.48 71.30 70.43 71.05 69.95 69.43 70.26 51.54

accuracy baseline 71.68

EfficientNet-b0**
combination position blocks[1] blocks[2] blocks[3] blocks[4] blocks[5] blocks[6] blocks[7] blocks[8] Resize Image -

memory reduction (%) 10.70 14.39 17.75 17.75 17.75 17.75 17.75 17.75 23.14
accuracy (ours) 76.09 75.99 75.60 75.43 75.37 75.13 75.02 74.23 54.85

accuracy baseline 76.18

EfficientNet-b3**
combination position blocks[3] blocks[5] blocks[6] blocks[8] blocks[9] blocks[10] blocks[13] blocks[14] Resize Image -

memory reduction (%) 18.27 25.76 25.76 25.76 25.76 25.76 25.76 25.76 25.08
accuracy (ours) 80.48 80.40 80.32 80.28 80.23 80.21 79.74 79.56 71.43

accuracy baseline 80.63

EfficientNet-b7**
combination position blocks[6] blocks[10] blocks[11] blocks[18] blocks[19] blocks[27] blocks[28] blocks[37] Resize Image -

memory reduction (%) 15.25 0.21 26.10 26.28 25.98 25.98 25.98 25.98 26.50
accuracy (ours) 83.86 83.91 83.88 83.89 83.88 83.82 83.73 83.36 81.15

accuracy baseline 83.88

*Pretrained model from https://github.com/pytorch/vision/tree/master/torchvision/models
** Pretrained model from https://github.com/lukemelas/EfficientNet-PyTorch

layers. Figure 2 (a) shows the architecture of ResNet18. Figure
2 (b) shows the amount of GPU memory use (in GB, on the
y axis) at different stages of the ResNet18 computation on
the Imagenet dataset. The x axis represents different layers of
the network in the order of their execution, starting from the
input layer on the left-most part of the plot, until the top layer
of the network displayed on the right-most part of the plot.
The brown curve corresponds to a baseline model, without
applying our method. The peak memory usage appears during
the execution of the first batch normalization layer (bn1) of
the model. The blue curve illustrates the memory usage using
our proposed method to combine the output activation between
bn1 and the following layer. We can see that when combining
outputs between bn1 and layer1, the peak memory usage
was reduced. The orange curve, green curve, red curve, and
purple curve illustrate the memory usage using our method to
combine the output activation after different gradually layers
of the network. It is important to choose a suitable layer to
combine the different activations. The choice of such layer
not only affects the memory usage but also the accuracy of
the model. In the next section, the results of the accuracy will
be shown.

III. EXPERIMENTAL RESULTS

In this section, we perform the experiments to search
the relationship between the position of combining output
activation, memory reduction, and accuracy.

The results of the relationship between combined position,
inference accuracy, and memory reduction are shown in table
I. Due to space limitations, we only compared the effects of
the results of eight different layer selection. And the name of
’combination position’ is determined by the implementation of
the model. We also compared the results of the resized image
to the original half for inference without using our proposed

method. And we retrain ResNet18 and ResNet50 with resized
images to verify the effectiveness of our proposed method.

Comparing our proposed method, resize image method,
and retrain image method, we can conclude that our method
can obtain higher accuracy and the memory reduction is
comparable to the latter two. It is surprising that EfficientNet
[6], a state-of-the-art model, after using our method, the trade-
off between accuracy and memory reduction is better than
other models. Specifically, EfficientNet-b7 reduced memory
usage by 26% without accuracy dropping.

IV. CONCLUSION

In this paper, we have proposed a memory optimization
method of CNN inference by split input image in four parts,
feed them into model respectively, and combine output acti-
vation after a certain layer. Experimental results have verified
the effectiveness of our proposed method.
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