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Abstract

We present in this paper a Voice Conversion (VC) method for
a person with dysarthria resulting from athetoid cerebral palsy.
VC is being widely researched in the field of speech process-
ing because of increased interest in using such processing in
applications such as personalized Text-To-Speech systems. A
Gaussian Mixture Model (GMM)-based VC method has been
widely researched and Partial Least Square (PLS)-based VC
has been proposed to prevent the over-fitting problems asso-
ciated with the GMM-based VC method. In this paper, we
present phoneme-discriminative features, which are associated
with PLS-based VC. Conventional VC methods do not con-
sider the phonetic structure of spectral features although pho-
netic structures are important for speech analysis. Especially
for dysarthric speech, their phonetic structures are difficult to
discriminate and discriminative learning will improve the con-
version accuracy. This paper employs discriminative manifold
learning. Spectral features are projected into a subspace in
which a near point with the same phoneme label is close to an-
other and a near point with a different phoneme label is apart.
Our proposed method was evaluated on dysarthric speaker con-
version task which converts dysarthric voice into non-dysarthric
speech.
Index Terms: Voice Conversion, Speech Synthesis, Partial
Least Square, Assistive Technology, Manifold Learning

1. Introduction
Voice Conversion (VC) is a technique for converting specific
information in speech while maintaining the other informa-
tion in the utterance. One of the most popular VC applica-
tions is speaker conversion [1]. In speaker conversion, a source
speaker’s voice individuality is changed to a specified target
speaker’s so that the input utterance sounds as though a speci-
fied target speaker had spoken it. VC is also being used for Text-
To-Speech (TTS) systems [2], spectrum restoring [3], band-
width extension for audio [4] and more.

Assistive technology is one of the most important task of
VC. Nakamura et al. [5] proposed GMM-based VC systems
that reconstruct a speaker’s individuality in electrolaryngeal
speech and speech recorded by NAM microphones. This pa-
per proposes a VC method for dysarthric speech resulting from
the athetoid type of cerebral palsy. Cerebral palsy is a non-
progressive disorder of movement, and most people with cere-
bral palsy are born with the athetoid type. We convert dysarthric
speech into non-dysarthric speech without text information of
input speech. Athetoid symptoms also restrict the movement of
their arms and legs. Most people suffering from athetoid cere-
bral palsy cannot communicate by sign language or writing, so
there is great need for voice systems for them.

1Present affiliation is Information Technology R&D Center, Mit-
subishi Electric Corporation.

Rudzicz et al. [6] proposed speech adjustment method for
dysarthric speech based on the observations from the database.
In [7], we have proposed individuality-preserving VC system
for dysarthric speech but this method only effective for the lim-
ited utterances.

There are many approaches for VC. Recent advances in
deep learning for automatic speech recognition have introduced
VC approaches using deep neural networks (DNN) [8, 9]. A
non-statistical approach using non-negative matrix factorization
(NMF) has also been attracting interest [10, 11, 12]. How-
ever, statistical approaches are still being widely researched be-
cause of their flexibility and good performance. Among these
approaches, the Gaussian Mixture Model (GMM)-based map-
ping approach [1] is widely used. In this approach, the con-
version function is interpreted as the expectation value of the
target spectral envelope. The conversion parameters are evalu-
ated using Minimum Mean-Square Error (MMSE) on a paral-
lel training set. A number of improvements in this approach
have been proposed. Toda et al. [13] introduced maximum-
likelihood conversion and the Global Variance (GV) of the con-
verted spectra over a time sequence. However, over-smoothing
and over-fitting problems have been reported [14] in regard to
these GMM-based approaches because of statistical averages
and the large number of parameters. These problems degrade
the quality of synthesized speech.

Helander et al. [14] proposed transforms based on Partial
Least Squares (PLS), in order to prevent the over-fitting prob-
lem associated with standard multivariate regression. They also
proposed Dynamic Kernel PLS (DKPLS)-based VC [15]. In
DKPLS-based VC, source spectral features are projected to
high-dimensional feature space by using kernel transformation
and the transformed source features are regressed with target
spectral features. Their approaches are evaluated with a small-
number of parallel training data and they outperformed GMM-
based VC However, it has not been evaluated on a situation in-
volving the standard setting of parallel training data.

In this paper, we propose a method that utilizes phoneme-
discriminative features and their adaptation to PLS-based VC.
In [15], spectral features were projected to a high-dimensional
feature space; however, the phonetic structures of spectral fea-
tures were not considered. Especially for dysarthric speaker
conversion, which converts dysarthric speech to non-dysarthric
speech, it is important to estimate phoneme-discriminative fea-
tures because the phonetic structure of dysarthric speech fluc-
tuates. We employed Locality Sensitive Discriminant Analy-
sis (LSDA) [16] to estimate the phoneme-discriminative fea-
tures. LSDA make it possible to discover the local geometrical
structure of the data manifold thus dealing with a major disad-
vantage of Linear Discriminant Analysis (LDA). In this paper,
spectral features are transformed into phoneme-discriminative
features by using kernel transformation and LSDA. The within-
class-graph matrix and the between-class-graph matrix are cal-
culated based on the phoneme label of the training data to
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model the local geometrical structure of the underlying mani-
fold. The feature transformation matrix is estimated using the
within-class and between-class graph Laplacians, where kernel
transformation enables non-liner transformation and more ef-
fective learning. Phoneme-discriminative features are converted
using PLS. Unlike GMM-based VC, PLS-based VC prevents
the over-fitting problem, which might be caused by locality-
sensitive learning.

Our proposed method was evaluated on both a non-
dysarthric speaker conversion task and a dysarthric speaker con-
version task. Objective and subjective evaluation were con-
ducted and the evaluation reveals that our proposed method ef-
fectively improved the conversion quality of DKPLS-based VC
in dysarthric speaker conversion task.

The rest of this paper is organized as follows: In Section
2, the summary of our algorithm is described. In Section 3, the
experimental data are evaluated, and the final section is devoted
to our conclusions.

2. Phoneme-discriminative Feature
Extraction and Dynamic PLS

2.1. Overview

Our proposed method consists of the training phase and the test
phase. Fig. 1 shows the overview of the training phase of our
proposed method. First, STRAIGHT analysis [17] is applied
to the source and the target parallel utterances (training data),
and then STRAIGHT spectra are extracted. Next, spectral fea-
tures, which include mel-cepstra and delta features, are calcu-
lated from the STRAIGHT spectra. Then, k-means clustering
is applied to the source spectral features and the estimated cen-
troids are used as reference vectors in kernel transformation.
Nest, LSDA is adopted to the kernel-transformed source spec-
tral features, and feature transformation matrices are estimated.
The estimated feature transformation matrices are adopted to
kernel-transformed source spectral features. In order to con-
sider the dynamic information, adjacent frames are concate-
nated as segmental features. The segmental source features and
the target spectral features are aligned using DTW. (Alignment
information is obtained from the source mel-cepstra and the tar-
get mel-cepstra.) Finally, the speaker transformation matrix is
estimated by using PLS regression, which is estimated from the
phoneme-discriminative source features and the target spectral
features.

Fig. 2 shows the overview of the test phase of our pro-
posed method. Mel-cepstra and their delta features are calcu-
lated from the STRAIGHT spectra and used as spectral fea-
tures. The features are transformed using reference vectors and
the kernel trick. The feature transformation matrix is adopted to
the kernel-transformed feature, and the features are transformed
into phoneme discriminative feature. Finally, the segmental fea-
tures are constructed and the speaker transformation matrix is
adopted to them.

2.2. Phoneme-discriminative Features

LSDA [16] is adopted to estimate the phoneme-discriminative
feature. Because we want to discover the intrinsic geometry,
spectral features are transformed into a high-dimensional fea-
ture space using kernel transformation. In this paper, Gaus-
sian kernel is adopted to the source spectral feature Xd,i, d =
1, ..., D, i = 1, ..., I , and the reference vector Rd,n, n =
1, ..., N , where I , D, and N denote the number of frames of
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Figure 1: Overview of the training phase of our proposed
method.

the source training data, the number of dimensions of the source
spectral feature, and the number of frames reference vector, re-
spectively. The kernel-transformed feature ki,n is calculated as
follows:

ki,n = exp(
−||Xd,i −Rd,n||2

2σ2
) (1)

σ denotes the width of a Parzen window for the kernel where
the selection of is not highly crucial [15]. Spectral features are
transformed into a non-linear and a high-dimensional feature
space.

In order to estimate the phonetic structure of kernel-
transformed features, we calculate a within-class scatter graph
and a between-class scatter graph. Adjacency matrices of a
within-class scatter graph and a between-class scatter graph of
training data are defined as follows:

Aw
ij =


1

 ki ∈ Nkw (ki) or kj ∈ Nkw (kj)

and

ci = cj


0 (otherwise)

(2)

Ab
ij =


1

 ki ∈ Nkb(ki) or kj ∈ Nkb(kj)

and

ci ̸= cj


0 (otherwise)

(3)

where Nkw (ki) and Nkb(ki) denote the set of kw nearest
neighbors of ki in the within-class scatter graph and kb near-
est neighbors of ki in the between-class scatter graph. ci and cj
denote the phoneme label of ki and kj . Using adjacency ma-
trices, graph Laplacians of between-class scatter are defined as
follows:

Lb = Db −Ab (4)
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Figure 2: Overview of the test phase of our proposed method.

where Db denotes the diagonal column (or row) sum of Ab.
Based on LSDA, a phoneme-discriminative feature trans-

formation matrix Φ is estimated from the following optimiza-
tion problem:

arg max ΦTK(αLb + (1− α)Aw)KTΦ

s.t. ΦTKDwKTΦ = 1 (5)

where Dw and α (0 ≤ α ≤ 1) denote the diagonal column
(or row) sum of Aw and the weight for between-class graph,
respectively. The transformation matrix Φ that maximizes (5)
is given by the maximum eigenvalue problem:

ΦTK(αLb + (1− α)Aw)KTΦ = λΦTKDwKTΦ (6)

where λ denotes eigenvalues.

2.3. Dynamic Partial Least Square Regressions

Before estimating PLS, segmental features K̂ are constructed
from the phonetic discriminative source features ΦK.

K̂t = [ΦKT
t−1ΦKT

t ΦKT
t+1]

T (7)

DPLS is estimated from the segmental features and the target
spectral features.

In PLS, the source segmental vector K̂t and the target spec-
tral vector Yt are represented by a linear transformation of a
speaker-independent latent variable vector ht as follows:

K̂t = Qht + ex
t (8)

Yt = Pht + ey
t (9)

where Q and P denote the speaker specific matrix. ex
t and

ey
t denote residual terms. Solving Q and P, the speaker-

transformation matrix β is estimated based-on SIMPLS algo-
rithm [18].

In the test phase, segmental features K̂ are constructed from
the phonetic discriminative source features of test data. The
converted spectral features ŷ is obtained as follows:

Ŷt = βK̂t (10)

3. Experiments
3.1. Experimental Conditions

The proposed method was evaluated in a non-dysathric speaker
conversion task and dysarthric speaker conversion task us-
ing clean speech data. In non-dysathric speaker conver-
sion, two males and two females were used from the ATR
Japanese speech database [19] and male-to-male conversion
(M101→M102), female-to-female conversion (F101→F102),
male-to-female conversion (M101→F101), and female-to-male
(F101→M101) conversion were conducted. Fifty parallel sen-
tences are used for training and the other 50 sentences were used
for testing.

For dysarthric speaker conversion, one Japanese male with
dysarthric speech resulting from athetoid cerebral palsy was
stored as the source speaker. The target male speaker is cho-
sen from the ATR Japanese speech database. Fifty parallel sen-
tences are used for training and the other 50 sentences are used
for testing.

The sampling rate was 16 kHz. Each sample was ana-
lyzed by STRAIGHT [17], and F0, spectral envelope, aperiodic
components were extracted. Mel-cepstral features, which are
used as spectral features, were calculated from the STRAIGHT
spectral envelope, and ∆ features were added to them. For
non-dysarthric speaker conversion, the energy of mel-cepstrum
were not used, and the number of spectral features is 48. For
dysarthric speaker conversion, the energy of the mel-cepstrum
was used, and the number of spectral features was 50.

We compared the following methods for spectral conver-
sion.

• ML-GMM-D: A joint-density GMM with diagonal co-
variance matrices is modeled on spectral features and
converted by trajectory estimation [13].

• ML-GMM-F: A joint-density GMM with full covari-
ance matrices is modeled on spectral features and con-
verted by trajectory estimation [13].

• DKPLS: PLS is modeled on kernel-transformed spectral
features [15].

• PDKPLS (proposed method): PLS is modeled on
phoneme-discriminative features.

For the GMM-based method, the number of Gaussians was cho-
sen from the set 1, 2, 4, 8, 16, 32, 64, 128, 256. For PLS-based
methods, the number of latent components was chosen from the
same set. For our proposed method, α was chosen from the set
0.1, 0.5, 1.0.

F0 information is converted using a conventional linear re-
gression based on the mean and standard deviation [13]. Aperi-
odic components were synthesized without any conversion.
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Figure 3: MelCD [dB] of male-to-male conversion as a function
of number of dimensions of phoneme discriminative feature.
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Figure 4: MelCD [dB] of male-to-male conversion as a function
of latent components of PLS. Dashed line denotes DKPLS and
solid line denotes prosed PDKPLS.

3.2. Objective Evaluations

Objective tests were carried out using Mel-cepstrum distortion
(MelCD) [dB] as follows:

MelCD = (10/ log 10)

√√√√2
24∑
d

(mcconv
d −mctard )2 (11)

where mcconv
d and mctard denote the d-th dimension of the con-

verted and target mel-cepstra.
Fig. 3 shows the MelCD as a function of the number of di-

mensions of the proposed phoneme-discriminative feature. The
figure shows that using too small of a number of dimension
leads to worse results.

Fig. 4 shows the MelCD as a function of the number of la-
tent components. The figure shows that our proposed PDKPLS
works well when the number of the latent components is small.
This result shows that our proposed phoneme-discriminative
feature effectively represents the phonetic feature space.

Table 1 shows the MelCD of non-dysarthric speech conver-
sion. The bold result shows the best result. Considering the
results depicted in the table, the difference between ML-GMM-
D and ML-GMM-F is not significant. DKPLS obtained a better
result than the GMM-based method in female-to-female con-
version and male-to-female conversion. Our proposed method
outperformed DKPLS in all conversion pairs and obtained the
best score in female-to-female and female-to-male conversion.

Fig. 5 shows the MelCD of dysathric speaker conversion.
The target speaker is chosen from the database, which obtained
the smallest MelCD between the source dysarthric speaker. The
results show that our proposed method significantly outper-
formed the other method. Compared to non-dysarthric speech
conversion, the effectiveness of our proposed method is signifi-
cant in dysarthric speech conversion. We assume thit is because
the phoneme structure of dysarthric speech is fluctuats more
compared to non-dysarthric speech, and LSDA effectively re-
duce the fluctuation of the phoneme structure.

Table 1: MelCD of non-dysarthric speech conversion [dB]
M-to-M F-to-F M-to-F F-to-M

Source 3.96 3.69 4.17 4.17
ML-GMM-D 2.96 2.84 2.88 2.86
ML-GMM-F 2.95 2.84 2.88 2.82
DKPLS 2.98 2.84 2.87 2.84
PDKLPS 2.95 2.81 2.84 2.82

3.3. Subjective Evaluations

The subjective evaluation was conducted on “speech quality”
and “similarity to the target speaker (individuality)” for the
task of dysarthric speech conversion. For the subjective eval-
uation, 25 sentences for each conversion pair were evaluated
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Figure 5: MelCD [dB] of dysarthric speech conversion.
by 8 Japanese speakers. For the evaluation of speech quality,
we performed a Mean Opinion Score (DMOS) test [20]. The
opinion score was set to a 5-point scale (5: excellent, 4: good,
3: fair, 2: poor, 1: bad). For the similarity evaluation, a XAB
test was carried out. In the XAB test, each subject listened to
the voice of the target speaker. Then the subject listened to the
voice converted by the two methods and selected which sample
sounded most similar to the target speaker’s voice.

The left side of Fig. 6 shows the results of a speech-quality
test on dysarthric speaker conversion. Our proposed method
obtained a better score than ML-GMM-D. The difference be-
tween the two methods is significant for the p-value test, p =
0.03 < 0.05. The right side of Fig. 6 shows the results of a
speaker similarity test on dysarthric speaker conversion. The
difference between the two methods is significant for the p-
value test, p = 0.04 < 0.05. These results did not contradicted
to the results of objective evaluation and show the effectiveness
of our proposed method.
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Figure 6: Results of subjective evaluation for the task of
dysarthric speaker conversion. Left: MOS test on speech qual-
ity. Right: XAB test on similarity.

4. Conclusions
We proposed phoneme-discriminative features associated with
PLS-based VC. In the case of dysarthric speaker conversion,
the phoneme structure of input speech fluctuates compared to
non-dysarthric speech, and a discriminative structure is needed.
In order to model the local geometric structure of a phoneme
spectrum, LSDA was employed using phoneme labels. The
phoneme-discriminative feature space is modeled using PLS re-
gressions, which enables us to avoid an over-fitting problem.
Experimental results show that our proposed method makes it
possible to obtain higher speech quality compared to conven-
tional GMM-based VC, especially for the task of dysarthric
speaker conversion.

In this study, there was only one subject person, so in fu-
ture experiments, we will increase the number of subjects and
further examine the effectiveness of our method.
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