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Abstract
We present in this paper a speech modification method for a per-
son with dysarthria resulting from athetoid cerebral palsy. The
movements of such speakers are limited by their athetoid symp-
toms, and their consonants are often unstable or unclear, which
makes it difficult for them to communicate. In this paper, du-
ration and spectral modification using Non-negative Temporal
Decomposition (NTD) is applied to a dysarthric voice. F0 is
also modified by using linear-transformation. In order to con-
firm the effectiveness of our method, objective and subjective
tests were conducted, and we also investigated the relation-
ship between the intelligibility and individuality of dysarthric
speech.
Index Terms: speech modification, dysarthria, Non-negative
Temporal Decomposition

1. Introduction
Dysarthria refers to a kind of speech disorder resulting from
disturbances in the form or function of the speech mechanism.
Some nervous system diseases, such as Parkinson’s disease or
amyotrophic lateral sclerosis (ALS), produce motor paralysis
which results in dysarthric speech.

In this paper, we focused on a person with dysarthria result-
ing from the athetoid type of cerebral palsy. Cerebral palsy is
a non-progressive disorder of movement, and most people with
cerebral palsy are born with the athetoid type. About two babies
in 1,000 are born with cerebral palsy [1]. Cerebral palsy results
from damage to the central nervous system, and the damage
causes movement disorders. Three general times are given for
the onset of the disorder: before birth, at the time of delivery,
and after birth. Cerebral palsy is classified into the following
types: 1) spastic, 2) athetoid, 3) ataxic, 4) atonic, 5) rigid, and a
mixture of these types [2].

Athetoid symptoms develop in about 10-15% of people
with cerebral palsy [1]. In the case of a person with this type
of dysarthria, his/her movements are sometimes more unstable
than usual. That means their utterances (especially their conso-
nants) are often unstable or unclear due to the athetoid symp-
toms. Athetoid symptoms also restrict the movement of their
arms and legs. Most people with athetoid cerebral palsy cannot
communicate by sign language or writing, so there is great need
for voice systems for them.

In [3], we proposed robust feature extraction based on prin-
cipal component analysis (PCA), which has more stable utter-
ance data, instead of DCT. In [4], we used multiple acoustic
frames (MAF) as an acoustic dynamic feature to improve the
recognition rate of a person with dysarthria, particularly for
speech recognition using dynamic features only. In spite of

these efforts, the recognition rate of dysarthric speech. is still
lower than that of non-dysarthric speech. The recognition rate
using a speaker-independent model, which is trained by non-
dysarthric speech, is 3.5% [3]. This recognition rate suggests
that for people who have not communicated with a person with
athetoid cerebral palsy, it will be very hard for them to under-
stand what that person is trying to say.

Text-to-speech synthesis (TTS) has been applied to a person
with dysarthria in recent years. Veaux et al. [5] used HMM-
based speech synthesis to reconstruct the voice of individuals
with degenerative speech disorders resulting from ALS. Ya-
magishi et al. [6] proposed a project which is named “Voice
Banking and reconstruction”. In that project, various types of
voices are collected, and they proposed TTS for ALS using that
database. We also proposed TTS for a person with dysarthria
using HMM-based speech synthesis [7]. However, in general,
TTS systems need a large amount of training data. In [7], we
used more than 500 sentences of dysarthric speech to construct
a speaker-dependent model.

Voice conversion (VC) has also been applied to dysarthric
speech. The difference between TTS and VC is that TTS needs
text input to synthesize speech, whereas VC does not need text
input. In [8], we proposed VC system for dysarthric speech and
improved the intelligibility of dysarthric words. The amount of
the training data for a VC system is less than that for a TTS
system; however, more than 200 words, or 50 sentences, are
used to construct dysarthric speech model. A large amount of
the training data is a high hurdle for practical use of, especially
for people with athetoid cerebral palsy.

Speech modification systems for dysarthric speech, that are
different from TTS or VC have also been proposed. In this pa-
per, speech modification refers to a kind of voice transforma-
tion, which transforms an input labeled speech signal by per-
forming a detailed speech analysis. Kain et al. [9] proposed
speech modification for the vowel portion of dysarthric speech.
Rudzicz [10] proposed a speech modification method for peo-
ple with dysarthria based on the observations from the database.
In general, speech modification needs less training data than
TTS. Moreover, with a speech modification system, it is easier
to preserve the speaker individuality of dysarthric speech than
VC with a system.

This paper proposes a dysarthric speech modification sys-
tem using parallel utterances in order to improve the intelligibil-
ity of dysarthric utterances. Non-negative Temporal Decompo-
sition (NTD) [11] has been proposed in the field of speech cod-
ing and it is applied to the rhythm conversion of non-native En-
glish. We applied NTD to dysarthric speech. Duration (rhythm)
of dysarthric speech is transformed into that of parallel non-
dysarthric speech. The consonants of dysarthric speech are also
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replaced with the consonants of non-dysarthric speech based on
NTD. F0 is also modified by using linear-transformation. The
effectiveness of our method is evaluated by using mean opinion
score (MOS) [12] test, and we investigated the relationship be-
tween the intelligibility and individuality of dysarthric speech.

The rest of this paper is organized as follows: In Section
2, the summary of the NTD algorithm is described. In Section
3, our proposed method is explained. In Section 4, the experi-
mental data are evaluated, and the final section is devoted to our
conclusions.

2. Non-negative Temporal Decomposition
In NTD, the i-th dimensional spectrum, v
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where l denotes the number of bases and t
l

denotes the event
timing of l-th basis. By applying the last constraint, activities
are restricted to the range [0, 1].

(1) is rewritten into the cost function as follows:
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(2) is minimized by iteratively updating (3) - (5), which is

shown at the top of the next page. These updating rules are
derived in [11]. In [11], line spectral pair (LSP) is used as a
spectral feature; however, we use a magnitude spectrum to es-
timate the event basis and activity more precisely. Moreover
in [11], each event basis corresponds to a single phoneme. In
order to estimate the event basis and activity more precisely, 3
event bases are extracted from a single phone.

3. Modification of Dysarthric Speech
3.1. Flow of our proposed method

Fig. 1 shows the flow of our speech modification process. First,
a dysarthric utterance and a non-dysarthric utterance, which is
parallel to the dysarthric utterance, are labeled by using HMM-
based forced alignment. Here, parallel means that the utter-
ances are spoken by different speakers, but the text is the same.
Then we extract spectral features, F0, and aperiodic features
from the parallel utterances by using STRAIGHT analysis [13].
The duration and extracted spectral features are modified by us-
ing NTD. The extracted F0 is also modified using linear conver-
sion. The modified spectra and F0, and the aperiodic features
of the dysarthric speech are synthesized using STRAIGHT syn-
thesis [13].
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Figure 1: Flow of dysarthric speech modification

3.2. Duration modification

The duration of dysarthric speech tends to be longer than non-
dysarthric speech [10]. In [7], we investigated that average du-
ration per mora in 50 dysarthric sentences is 1.3 times slower
than that of non-dysarthric speech. We modified the duration
of dysarthric speech to that of non-dysarthric speech by using
NTD.

First, parallel utterances of dysarthric and non-dysarthric
speech are decomposed into the dictionary and activity. We re-
fer to the basis set as the dictionary. Fig. 2 shows the flow of
the decomposition. The dysarthric spectrum V

s 2 R(I�J) is
decomposed into the source dictionary W

s 2 R(I�L) and its
activity H

s 2 R(L�J) using NTD.

V

s � W

s

H

s (6)

The non-dysarthric spectrum V

t 2 R(I�K) is decomposed
into the target dictionary W

t 2 R(I�K), and its activity
H

t 2 R(K�J) is the same way the dysarthric spectra is.

V
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t

H
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In NTD, the l-th event timing t
l

is defined with the center frame
of l-th phoneme label. Therefore, Ws and W

t will be parallel.
The durations of dysarthric spectra is modified as shown in

Fig. 3.

V

s�t = W

s

H

t (8)

Because we use the source dictionary for duration modification,
only the duration is modified.

3.3. Spectral modification

In general, the vowels voiced by a speaker strongly indicate the
speaker’s individuality. On the other hand, the consonants of
people with dysarthria are often unstable. In [8], in order to
improve the intelligibility of dysarthric utterances, we converted
dysarthric consonants into non-dysarthric ones. Based on the
same idea, we use a “combined-dictionary” that consists of the
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Figure 2: Decomposition using NTD
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Figure 3: Duration modification

bases of dysarthric vowels from the source dictionary and bases
of non-dysarthric consonants from the target dictionary.

The dysarthric spectra V

s�t are modified as shown in
Fig. 4 where Ŵ

st denotes the combined-dictionary.

V̂

s�t = Ŵ

st

H

t (9)

By using the combined-dictionary, only consonants are modi-
fied, and we can preserve the speaker’s individuality. Moreover,
by using target activity, the duration of dysarthric speech is also
modified.
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Figure 4: Spectral modification

3.4. F0 modification

Fig. 5 shows an example of non-dysarthric F0. Fig. 6 shows
an example of dysarthric F0, which is a parallel utterance of

Fig. 5. Although these utterances are parallel, F0 trajectories
are different between the two utterances. In a TTS system [7]
the F0 model is trained from non-dysarthric speech in order to
synthesize an intelligible voice.

In the proposed F0 modification, we use non-dysarthric F0,
which is linearly transformed in order to preserve the source
speaker’s individuality as follows:

f0conv(t) =
�(s)

�(t)
(f0t(t) � µ(t)) + µ(s), (10)

where f0s(t), f0t(t), and f0conv(t) denote log-scaled F0 of
dysarthric speech, non-dysarthric speech, and modified speech
at frame t, respectively. µ(s) and �(s) denote the mean and
standard deviation of the log-scaled F0, as calculated from
dysarthric speech. µ(t) and �(t) are the mean and standard de-
viation of non-dysarthric speech.
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Figure 5: Example of non-dysarthric F0
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Figure 6: Example of dysarthric F0

4. Experimental Results
4.1. Experimental Conditions

The proposed method was evaluated on sentence-based speech
modification for one Japanese male with dysarthric speech. We
recorded 50 sentences, which are found in the ATR Japanese
database [14]. The speech signals were sampled at 12 kHz, and
the frame shift was 5 ms.

Label data were obtained by HMM-based forced alignment
using HTK. In the case of dysarthric speech, it is difficult to
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obtain precise label data using HMM because some phonemes
in dysarthric speech fluctuated due to the speaker’s inability to
speak clearly. Moreover, dysarthric speech includes the unex-
pected sound of breath. Therefore, some labels are replaced.

Acoustic and prosodic features were extracted using
STRAIGHT. Duration and spectra are modified using NTF. The
dictionary is initialized with the spectra of the center frame of
each phoneme. The activity of the l-th event area (between t

l�1

and t
l+1) is initialized with positive random values. The num-

ber of dimensions of STRAIGHT spectra is 513. ↵ is set at
100.

We conducted the objective evaluation to evaluate the pre-
cision of the decomposition of NTF. We used log spectrum dis-
tance (LSD) as a measurement.

LSD[dB] =

vuut1
I

IX

i

(20 log10

vs

i

(t)

vconv

i

(t)
)2 (11)

We compared 3 methods: 1) duration modification, 2) du-
ration and spectral modification, and 3) duration, F0, and spec-
tral modification. We conducted subjective evaluations using a
5-scale MOS test. A total of 10 Japanese speakers took part
in the listening test using headphones. We evaluated both the
aspect of listening intelligibility and the aspect of speaker simi-
larity. For listening intelligibility, dysarthric speech and non-
dysarthric speech are presented as reference voices, and the
opinion score was set as follows: (5: very intelligible, just
like non-dysarthric speech, 4: intelligible, like non-dysarthric
speech, 3: fair, 2: not so intelligible, like dysarthric speech, 1:
unintelligible, just like dysarthric speech). For speaker similar-
ity, dysarthric speech and non-dysarthric speech are also pre-
sented as the references, and the opinion score was set as fol-
lows: (5: very similar to a person with dysarthria, 4: similar
to a person with dysarthria, 3: fair, 2: similar to a physically
unimpaired person, 1: very similar to a physically unimpaired
person).

4.2. Results and Discussion

We evaluated log spectrum distance (LSD) using the different
number of bases in the dictionary, and the results are shown in
Table 1. We obtained a better result when we used three bases
for one phoneme than when the number of the bases is the same
as that of the phoneme (default setting as [11]). The LSD of
dysarthric speech is worse than that of non-dysarthric speech.
We assume that this is because dysarthric speech fluctuates.

Table 1: LSD of using different dictinoaries

#basis of phoneme Dysarthric [dB] Non-dysarthric [dB]
1 2.33 2.17
3 1.93 1.52

Fig. 7 and Fig. 8 show an example of non-dysarthric spectra
and dysarthric spectra, respectively. Comparing Fig. 7 to Fig. 8,
the duration of dysarthric speech tends to be long and dysarthric
spectra have weak energy. Fig. 9 shows an example of duration-
modified spectra. Fig. 10 shows an example of duration and
spectrum-modified spectra.

Figure 7: Example of non-dysarthric spectra

Figure 8: Example of dysarthric spectra

Figure 9: Example of duration-modified spectra

Figure 10: Example of duration and spectrum-modified spectra

Fig. 11 and Fig. 12 show the results of the subjective
evaluation on intelligibility and similarity to a person with
dysarthria, respectively. Error bars show 95% confidence area,
and the results are confirmed with the p-value test result of 0.05.
Fig. 11 shows that duration, spectrum, and F0 modification
significantly improve the intelligibility of dysarthric speech.
Duration- and spectrum-modified speech (without F0 modifica-
tion) is slightly improved the intelligibility of dysarthric speech.
Fig. 12 implies, that because we focus on consonants in spec-
trum modification, duration and spectrum modification preserve
speaker individuality. Considering the results shown in Fig. 11
and Fig. 12, F0 is important for improving intelligibility, and
speaker similarity is also impacted greatly by it.

5. Conclusions
We proposed speech modification for dysarthric speech result-
ing from athetoid cerebral palsy. Input dysarthric speech is la-
beled by HMM-based forced alignment. Using the label data
and parallel non-dysarthric speech, the duration, spectra, and F0

78



1 

1.5 

2 

2.5 

3 

3.5 

4 

Duration Duration + 
Spectrum 

Duration + 
Spectrum + F0 

M
O
S!

Figure 11: MOS test on intelligibility
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Figure 12: MOS test on similarity

are modified to improve the intelligibility of dysarthric speech.
We applied NTF for dysarthric duration and spectrum modifi-
cation and linear-conversion for dysarthric F0.

Using a subjective testing approach, we investigated the re-
lationship between modified features, intelligibility and simi-
larity to a person with dysarthria. Experimental results show
that our speech modification effectively improved the intelli-
gibility of dysarthric speech. However, it was also confirmed
that speaker similarity is quite sensitive to F0. Therefore,
intelligibility-preserving F0 modification will be the subject of
future work. In this paper, there was only one test subject, so in
future experiments, we will increase the number of test subjects
and further examine the effectiveness of our method. Future
work will also include efforts to study the co-articulation effect
between phonemes.
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