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ABSTRACT

We propose in this paper a lip-to-speech conversion method that converts “unvoiced” lip movements to “voiced” utterances, where parallel lip movements and speech spectra are stored as a source dictionary and a target dictionary, respectively. An input lip image is decomposed into a linear combination of bases from the source dictionary, and its weight is estimated by Non-negative Matrix Factorization (NMF). The selected image bases are replaced with speech bases from the target dictionary, and the speech spectra are constructed. We assume this method will be an assistive technology for people who have speech disabilities. In this paper, NMF using β divergence is used as a cost function and introduced locality-constraint in order to increase sparsity in an activity matrix. The effectiveness of our method was confirmed by objective and subjective evaluations.

Index Terms— speech synthesis, multimodal, assistive technology

1. INTRODUCTION

An assistive technology is a system or a product which is used to improve the functional capabilities of individuals with disabilities. For past few decades, some speech processing techniques have been adopted to the assistive technology. As a consequent of recent advance in statistical text-to-speech synthesis (TTS), Hidden Markov Model (HMM)-based TTS is used for reconstructing the voice of individuals with degenerative speech disorders [1]. Voice conversion (VC) is also applied to the assistive technology. A Gaussian mixture model (GMM)-based VC method has been applied to reconstruct speaker’s individuality in electrolaryngeal speech [2] and speech recorded by Non-Audible Murmur (NAM) microphones [3].

In this paper, we propose a lip-to-speech synthesis using a sparse representation technique. Lip images without a voice recording are converted to a voice utterance. We assume our proposed method will be an assistive technology for those who have a speech impediment. There are 34,000 such people in Japan alone; therefore, there is a great need for such a technology. Moreover, our approach can be adopted to voice reconstruction of videos lacking sound tracks or communication tools in noisy environments.

Lip reading is a technique of understanding speech by visually interpreting the movements of the lips, face and tongue when the spoken sounds cannot be heard. For example, for people with hearing problems, lip reading is one communication skill that can help them communicate better. McGurk et al. [4] reported that we perceive a phoneme not only from auditory information from the voice but also from visual information from the lips or from facial movements. Moreover, it is reported that we try to catch the movement of lips in a noisy environment and we misunderstand the utterance when the movements of the lips and the voice are not synchronized.

In the field of speech processing, audio-visual speech recognition has been researched for robust speech recognition under noisy environments [5, 6]. However, as far as our knowledge, lip-to-speech synthesis has never been proposed.

We used Non-negative Matrix Factorization (NMF) [7], which is a famous approach using sparse representations. Sparse representations are employed to speech separation [8], super resolution [9], etc. NMF is widely used in the field of speech processing, and we used it in a VC framework [10]. In this approach, parallel dictionaries, which consist of the same utterances of the source speaker and the target speaker, are needed. An input source speaker’s utterance is decomposed into a linear combination of a small number of bases from the source dictionary. The selected bases are replaced with the bases of the target dictionary, which are parallel to the source bases. We adopted this method for lip-to-speech synthesis. We need parallel exemplars of visual and audio speech data for system construction; however, in a test phase, a voiceless lip image can be converted to a voiced utterance without utterance recognition techniques such as standard VC.

Our dictionary is over-complete and contains a large number of bases. Because lip movements closely resemble each other compared to speech spectra, lip images may be decomposed into a large number of bases, which can lead to a degradation of the converted sound. Therefore, in this paper, we introduce a locality-constraint to the activities of NMF [11] in order to increase the sparseness.

The rest of this paper is organized as follows: In Section 2, related works are introduced. In Section 3, NMF using β divergence is described. In Section 4, our proposed method is explained. In Section 5, the experimental data are evaluated, and the final section is devoted to our conclusions.

2. RELATED WORKS

Lee et al. [7] proposed an NMF algorithm using a maximization-minimization algorithm. The cost function used in [7] was the Euclidean distance and the Kullback-Leibler (KL) divergence. NMF using the Itakura-Saito (IS) divergence has also been proposed [12] because the IS divergence was presented as “a measure of the goodness of fit between two spectra”. Eguchi et al. [13] introduced β divergence, which is a family of cost functions that includes the Euclidean distance, the KL divergence and the IS divergence. The algorithm of NMF using the β divergence is summarized in [14]. In the field of speech processing, NMF has been used for speech separation [8], music transcription [15], noise-robust speech recognition [16], etc. In [10, 17], we proposed VC using NMF, and this proposed method was the inspiration behind our lip-to-speech synthesis approach. NMF-based VC has been also adopted as an assistive technology for articulation disorders [18]. In our previous work [19], we proposed a multimodal NMF-based VC method which converts audio-visual features to target speaker’s audio features. In almost all
In the approaches based on sparse representations, the observed signal is represented by a linear combination of a small number of bases.

\[ x_i \approx \sum_{j=1}^J w_{j,i} h_{j,i} = W h_i \]  

\[ x_i = [x_{i1}, \ldots, x_{iL}], \quad H = [h_1, \ldots, h_L]. \]  

where \( L \) denotes the number of frames.

In this paper, we employ NMF in order to estimate an activity matrix. The cost function of NMF is defined as follows:

\[ d_\beta(x_i, W h_i) + \lambda \| h_i \|_1 \quad s.t. \quad h_i \geq 0 \]

The first term is the \( \beta \) divergence between \( x_i \) and \( W h_i \). The second term is the sparse constraint with the L1-norm regularization term that causes \( h_i \) to be sparse.

The \( \beta \) divergence is parameterized with a parameter \( \beta \), which takes the Euclidean distance (\( \beta = 2 \)), the KL divergence (\( \beta = 1 \)) and the IS divergence (\( \beta = 0 \)) as follows:

\[ d_\beta(x, y) = \begin{cases} 1_{\beta \\neq 1}(x^\beta + (\beta - 1)y^\beta - \beta xy^\beta) & \beta \in \mathbb{R}\setminus\{0, 1\} \\ x \log(x/y) - x + y & \beta = 1 \\ (x/y) - \log(x/y) - 1 & \beta = 0 \end{cases} \]

In our proposed method, the dictionary \( W \) is obtained by just lining up the parallel data. Therefore, it does not use any training algorithm to obtain the source dictionary.

4. SPEECH PRODUCTION USING NMF

4.1. Flow of the Proposed Method

Fig. 1 shows the flow of our proposed method. \( X^V, W^V, W^A \) and \( X^A \) denote input image features (\( D_v \times L \)), source visual dictionary (\( D_v \times J \)), target audio dictionary (\( D_a \times J \)), and produced audio features (\( D_a \times L \)), respectively. \( D_v, L, D_a \) and \( J \) denote the number of dimensions of the image features, the number of frames of input image features, the number of dimensions of the audio features, the number of bases of each dictionary, respectively.

The source dictionary and the target dictionary consist of the same utterances, like parallel training data of VC. Input lip images without any voice are converted to image features. These features are represented by a linear combination of bases from the source dictionary and its activities using NMF. Because the source dictionary and the target dictionary are parallel, the estimated activities are multiplied to the target dictionary and the audio features are synthesized.
camera, which made it possible for both the images and the audio to have a high frame rate. For visual features, a two-dimensional Discrete Cosine Transform (DCT) of lip motion images of the source speaker’s utterance is used, and a zigzag scan is used to obtain the 1D-DCT coefficient vector. Then, a constant value was added to satisfy the non-negativity constraint of NMF not to change the scale of frame data [19]. In this paper, we employed STRAIGHT [31] for feature extraction and speech synthesis, and use STRAIGHT spectrum for audio features.

\[ \Delta_{j,t} = \sqrt{\sum_{d=1}^{24} (mc_d - \hat{mc}_d)^2} \]  

where \( mc_d \) and \( \hat{mc}_d \) denote the \( d \)-th dimension of mel-cepstral coefficient of the target and synthesized speech, respectively.

\[ S_t = \text{nbest}_{\Delta_t}(w_1, w_2, \ldots, w_J) \]  

where \( S_t \) denotes a set of bases which consists of \( N \) nearest bases to the \( t \)-th frame of the input vector. The activity which relates to \( S_t \) is initialized with a small value and the other activity is initialized with 0. Thus, we can estimate activities which consist of \( N \) nearest bases.

\[ \sum_{d=1}^{24} (mc_d - \hat{mc}_d)^2 \]

5. EXPERIMENTAL RESULTS

5.1. Experimental Conditions

We recorded 26 utterances of clean continuous Japanese digit speech of one Japanese male by using a high-speed camera. The texts of utterances were taken from CENSREC-1-AV [32] database. Table 1 shows the contents of the database. We used 6 utterances (from a total of 26 utterances) as test data. In closed experiments, 26 utterances including test data were used for the dictionary construction.

Audio and visual data were recorded at the same time in a quiet room. The position of the camera was 65 cm from the speaker and 130 cm from the floor.

The frame rate of the visual data was 1,000 fps and the image size is 130 × 80. Fig. 3 shows examples of lip images recorded by the high-speed camera. For input features, 200-dimensional DCT coefficients of lip motion images of the source speaker’s utterance are used. We introduced the segment features for the DCT coefficient, which consist of its consecutive frames (the 2 frames coming before and the 2 frames coming after). Therefore, the total dimension of visual feature is 1,000.

Sampling frequency of target speech was 8kHz and the frame shift was 1ms. Audio spectrum was extracted by STRAIGHT from the training data. The number of dimension of audio spectrum was 513.

We conducted objective and subjective evaluations. In the objective evaluation, Mel-cepstral Distortion (Mel-CD) between synthesized and target speech is calculated. Mel-CD is calculated by the following equation:

\[ \text{Mel-CD}[\text{dB}] = \frac{10}{\ln 10} \sqrt{2 \sum_{d=1}^{24} (mc_d - \hat{mc}_d)^2} \]  

where \( mc_d \) and \( \hat{mc}_d \) denote the \( d \)-th dimension of mel-cepstral coefficient of the target and synthesized speech, respectively.

In the subjective evaluation, we conducted a Mean Opinion Score (MOS) test and a dictation test. In an MOS test, subjects evaluated the synthesized voice for speech quality on a 5-point scale (5: excellent, 4: good, 3: fair, 2: poor, 1: bad). In a dictation test, subjects wrote down the converted utterances. These tests were carried out with 7 subjects.

<table>
<thead>
<tr>
<th>number of digits</th>
<th>total number of utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>total</td>
<td>26</td>
</tr>
</tbody>
</table>

| Table 1. Contents of the database |

Fig. 3. Lip images

5.2. Results and Discussions

Fig. 4 shows the mel-cepstral distortions in the evaluation set as a function of the locality. \( \beta \) was set to 1 in this evaluation. In the closed experiment, the best result was obtained when the number of bases (locality) was set to 50. As shown in this figure, the distortion increased as the number of bases increased. We assume that this
is because an unnecessary basis is included when the locality is increased. In the open experiment, the best result was obtained when the number of bases was set to 500. As shown in this figure, the distortion increased as the number of bases decreased. We assume that this is occurred due to the selection error of local bases.

Fig. 5 shows the mel-cepstral distortions in the evaluation set as a function of $\beta$ in (5). In this evaluation, the locality was set to 5. As shown in this figure, there are no significant differences in these distortions. We assume that this is because of locality-constraint.

Fig. 6 shows the results of the MOS test in the evaluation set as a function of the locality. $\beta$ was set to 1 in this evaluation. In the closed test, the best score was obtained when the locality was 50. In the open test, the best score was obtained when the locality was 5. These results show the effectiveness of locality constraint.

Fig. 7 shows the results of the dictation test. $\beta$ was set to 1 in this evaluation. In the closed experiment, the recognition rate was over 60% when the locality constraint was introduced. In the open experiment, the recognition rate was about 50% when the locality constraint was introduced. These results also show the effectiveness of locality constraint.

6. CONCLUSIONS

This paper proposed a lip-to-speech synthesis method that produces speech from lip images without the voice, where lip images and voices are stored as the source dictionary and the target dictionary, respectively. Input images are represented by a linear combination of the basis from the source dictionary. The selected bases are replaced with the corresponding target basis and the speech is synthesized. In this paper, we employed NMF using the $\beta$ divergence and introduced locality-constraint in order to increase the sparseness of the activity matrix. Our objective and subjective evaluations show that our proposed method effectively converted lip images to speech spectra and the effectiveness of locality-constraint was confirmed.

Some problems remain with this method. The proposed method requires high computational times to estimate activities. Virtanen et al. [33] proposed an active-set method for NMF that effectively estimates the activity matrix from the over-complete dictionary, and we proposed VC using this method [34]. In future work, we will investigate the optimal number of bases and adopt an active-set method. In this study, there was only one subject person, so in future experiments, we will increase the number of subjects and further examine the effectiveness of our method.
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