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Abstract—In recent years, a tremendous research effort has
been made in the area of generic object recognition. However,
the most important thing is not the names but functions for
robots to comprehend objects. Object functions refer to “the
purpose that something has or the job that someone or something
does”. Various elements (e.g., the physical information, material,
appearance and human interaction) independently or mutually
form object functions. There are many researches on object func-
tions using human-object interaction, while there are few using
appearance. However, it can be believed that object functions may
be formed by appearance. In this paper, we propose a new method
to estimate object functions from appearance on images. Our
approach is to estimate object functions using DPM by dividing
object appearance into parts. There are important parts and less
important parts in the appearance for the functions. Therefore,
we identify the important parts in the object appearance for the
functions. Experimental results show that the important parts
about specific functions can be extracted and object functions
are related to the appearance.

I. INTRODUCTION

Object recognition means computer recognition of objects
in a real world in terms of their generic names. It is one of
the most challenging tasks in the field of computer vision.
“Generic category of objects”[1] defines generic names as the
basic level categories such as “chair” and “cup” in the area
of object recognition. A practical example of generic object
recognition is that household robots identify objects specified
by human voice[2], [3]. For example, when an user asks the
robot to bring the pen, it identifies and brings the pen if it
knows the pen in advance.

However, there is a question if it is enough for robots
to simply learn the object names and images. Since objects,
the artifact we daily use, are made with their purposes, it
is possible to regard objects as the means to accomplish the
purpose.

In the above example, it can be thought that “we use the
pen (means) to accomplish the purpose of writing (function)”.
Therefore, for robots to identify the object, the most important
thing is not to recognize the object name such as “pen”, but
to recognize the function allowing us to write. If the robot can
estimate the object functions, even in the case there is no pen
in the circumstances, the robot can bring the substitution such
as “a writing brush” for us to write.

We show the example of basic level category and function
level category of objects in Fig. 1. In this paper, recognizing

Fig. 1: Basic level categories vs. function level categories.

Fig. 2: Function-based ontology

objects in the basic level category is defined as generic
object recognition and recognizing objects in the function level
category as function estimation. Today, a tremendous research
effort has been made in the area of generic object recogni-
tion. In contrast to it, there is a few researches on function
estimation, because functional class has a wide variety in
the appearance and attributes forming the function. However,
function estimation has begun to be focused on because many
kinds of sensors are developed and it has become easy to
observe the attributes possessed by the objects.

Fig. 2 shows the function-based ontology, which can be
induced from the idea of Eric Wang[4]. It is assumed that
various elements (e.g., the physical quantity, material, appear-
ance and human interaction, environment) independently or
mutually form object functions.

In this work, it is presumed that object functions are
closely related to the appearance. Though the appearance in
functional classes has a wide variety, there are common parts
in the functional classes. For example, there is a “plate” as the
common part in the function allowing us to sit on. Therefore,
our goal is to identify the important parts forming the object
functions. To this end, we create the functional models using



DPM(Deformable Part Model)[5], and estimate the object
functions. In addition, we identify the most important part
forming the specific function among the object parts separated
by DPM. In the experiment, we test the unknown object images
to evaluate the function estimation.

The rest of this paper is organized as follows: In Section
2, related works are described and our method is proposed in
Section 3. In Section 4, the experimental data is evaluated, and
the final section is devoted to our conclusions and future work.

II. RELATED WORK

First, we distinguish function from affordance. It says in the
dictionary that function refers to “the purpose that something
has or the job that someone or something does”. American
psychologist James.J.Gibson coined the term affordance[6].
Gibson and his colleagues argue that affordance refers to
the quality of objects or environment that allows humans
to perform some actions[7]. In the field of computer vision,
research about affordance is popular. The interpretation of af-
fordance is different a little among them. According to [8], [9],
[10], [11], they define affordance as the relationship between
robotics hand and objects, while according to [12], they define
affordance as functionality in human action. As mentioned
above, it is assumed that function is more comprehensive
expression than affordance, and affordance is the function
which depends on environment or human action.

There are a lot of researches about affordance, whose
task or environment is limited. In [13], [14], they set up
the task that makes the robot search for the object where
humans can sit. In [15], humans might interact with the same
object in different ways, with only some typical interactions
corresponding to object affordance. [12], [16] show that they
represent objects in the kitchen directly in terms of affordance.
They model correlation between all object-object and human-
object interactions. However, these researches limit the task or
environment too much so that it seems better to perform the
specific object recognition and to annotate the function label.
In this work, we estimate the object functions without limiting
the task or environment. If we estimate the object functions
using interaction between human and object, we have to limit
the task or environment as mentioned above. Therefore we
estimate the object functions from their appearance on the
image containing the single object.

DPM is currently the state of the art for object detection.
DPM represents objects by a lower-resolution root filter and
a set of higher-resolution part filters arranged in a flexible
spatial configuration. The part locations are treated as la-
tent information. All the parameters of DPM are learned by
LSVM(Latent SVM) which deals with the latent information.
The LSVM learning procedure acquires part appearance and
layout parameters by alternately performing the assignments to
latent variables given the model parameters and re-optimizing
the model parameters given the latent variable assignments.
This system can detect objects over a wide range of scales and
poses. This system achieves a two-fold improvement in average
precision over the winning system in the 2006 PASCAL person
detection challenge[17]. The system also outperforms the best
results in the 2007 challenge in ten out of twenty object
categories[18]. In this work, we use DPM to divide objects
into parts and score each part.

Fig. 3: Overview of function estimation using DPM.

III. FUNCTION ESTIMATION USING DPM

An overview of our approach is shown in Fig. 3. We train
models using [5], which learn latent parts given object bound-
ing boxes. This model produces aspect mixture components
and part configurations associated with detection. Our strategy
involves training procedure of a single model per function
class, using a various kind of object images with the function
as positive and also images without the function as negative.
f j(a) is the j-th function score and obtained as follows:

f j(a) = F0·ϕ(H, p0)+
n∑

i=1

max
pi

(Fi·ϕ(H, pi)−di·ϕd(dxi, dyi))

(1)
where a is a test image, F0 is a root filter, pi = (xi, yi, li)
specifies the level of feature pyramid (li) and position(xi, yi)
of the i-th filter, Fi is a filter for the i-th part. ϕ(H, pi) denotes
the vector obtained by concatenating feater vectors in the
subwindow of H with top-left pi in row-major order. Here,
root filter approximately covers an entire object and part filters
cover the parts of the object.

(dxi, dyi) = (xi, yi)− (2(x0, y0) + vi) (2)

gives the displacement of the i-th part relative to its anchor
position. Here, vi indicates a two-dimensional vector specify-
ing an anchor position for part i relative to the root position.
The following equation shows deformation feature.

ϕd(dx, dy) = (dx, dy, dx2, dy2) (3)

The score of a hypothesis is given by the scores of each
filter at their respective locations minus a deformation cost
that depends on the relative position of each part with respect
to root, plus the bias.

As shown in Fig. 4, each function model scores the object
images. Applying all function models to an object image a,
the label C(a) is predicted with the highest score which the
corresponding function model reports. Here, when the score
of an object image is lower than the threshold which was set
up in training, we consider the object has no function.



Fig. 4: Implementing the “one-vs-rest” approach for multi-
class classification.

IV. EXPERIMENTS

A. Dataset

Our goal is to estimate object functions and identify the
functionally important part on the object. In this experiment,
we collected the images from ImageNet[19]. It is an image
database formed according to WordNet hierarchy, in which
each node in the hierarchy corresponds to the synset. Here,
synset is the group of a set of synonyms. The reason why
we collect the images from ImageNet is that we can associate
functions with synsets.

The task of function estimation is carried out for 3 classes
(“movable”, “cuttable”, “containable”). This is because a few
functions can be expressed by appearance in the first place and
it is assumed that “movable” can be expressed by the tires.

We prepared cup, kettle, can, mug for training, and pod for
test as “containable”, bicycle, train, wagon for training and bus
for test as “movable” and knife, scissors, ax for training and
punch for test as “cuttable” (see Fig. 5).

Fig. 5: Image examples in ImageNet

We collected the “containable” objects from “container”
node in WordNet, the “cuttable” objects from “implement”
node and the “movable” objects from “transport” node in
WordNet. Here, “wagon” and “bicycle” are originally included
in “container” in WordNet, but we regard them as “movable”
because they do not have the “containable” function. As the
number of components of DPM, we tried 2, 4, 6 and 8. The
number of training images and test images were about 1300
and 500 images per function class respectively.

Fig. 6: Root model of “movable” trained using DPM

B. Experimental result

TABLE I to IV show the result of classification rate for the
different number of the components. In spite of the number of
components, “movable” function has the highest recognition
rate. In addition, the highest classification rate of “containable”
is 68.8% and the highest one of “cuttable” is 71.7%. Both of
them are lower than the lowest one of “movable” function
73.6%. It can be seen from TABLE I to IV that “containable”
is confused with “cuttable”. Therefore, it can be said that
“movable” function is well formed by the appearance.

Fig. 6 shows the model trained with 6 components for
“movable” function, and each component corresponds to the
object category. As the number of the components increases,
the classification rate of “movable” is improved because the
mixture component is the reliable and strong cue.

C. Identifying functionally important part

We identified the most functionally important part which
forms the “movable” function. In Eq. 1, Fi ·ϕ(H, pi) refers to
the score of the i-th part. Therefore we regarded the part with
the highest score as the most important one of the “movable”
function. scorepart(i, k) gives the total score of the i-th part
in k-th component.

scorepart(i, k) =

L∑
l=1

Fi,k · ϕ(H, pi,l) (4)

where Fi,k is a filter for the i-th part in k-th component and
ϕ(H, pi,l) is ϕ(H, pi) of the l-th example. As described in

Fig. 7: Functionally important part of “movable”



TABLE I: Classification performance. The number of compo-
nents is 2.（%）

Containable Cuttable Movable
Containable 68.8 29.0 20.1

Cuttable 21.2 55.6 6.2
Movable 10.0 15.4 73.6

TABLE II: Classification performance. The number of com-
ponents is 4.（%）

Containable Cuttable Movable
Containable 65.1 19.3 17.1

Cuttable 27.0 69.7 8.3
Movable 7.8 11.0 74.6

Section 3, we trained the three function models using DPM
and scored the object images with “movable” function. In
scoring an object image, the model chose the component with
the highest score.

Fig. 7 shows the part with the highest score in each
component. As shown in Fig. 7, the tire is found to be the
most important functional part for “movable”.

V. CONCLUSION AND FUTURE WORK

Various elements independently or mutually express the
function. We believe that function is closely related to the
appearance, so we proposed the method that could estimate
the object function using DPM and identified the functionally
important part. Function estimation of “movable” class had
84.3% accuracy in the experiments. Our experiments have
shown that “movable” function could be formed by appearance
owing to the tire.

However, the function expressed by appearance is limited,
because there are object properties not observed visually from
a single image, such as flexibility, weight and use.

In the future, the method of function estimation will be
extended in two ways. Firstly, CNN (convolutional neural
networks) will be employed to find the attributes effective to
the functional classification, because it shows state-of-the-art
performances in many benchmark tests, such as object cate-
gory recognition, handwritten character recognition. Secondly,
various attributes like physical information [20] such as weight
and length will be employed.
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