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ABSTRACT

This paper presents a novel framework of voice conversion
(VC) based on non-negative matrix factorization (NMF) us-
ing a small parallel corpus. In our previous work, a VC tech-
nique using NMF for noisy environments has been proposed,
and it requires parallel exemplars (dictionary), which con-
sist of the source exemplars and target exemplars, having the
same texts uttered by the source and target speakers. The large
parallel corpus is used to construct a conversion function in
NMF-based VC (in the same way as common GMM-based
VC). In this paper, an adaptation matrix in an NMF frame-
work is introduced to adapt the source dictionary to the target
dictionary. This adaptation matrix is estimated using a small
parallel speech corpus only. The effectiveness of this method
is confirmed by comparing its effectiveness with that of a con-
ventional NMF-based method and a GMM-based method in
a noisy environment.

Index Terms— voice conversion, speaker adaptation,
noisy environments, small parallel corpus

1. INTRODUCTION

Voice conversion (VC) is a technique for converting speaker’s
voice individuality while maintaining phonetic information in
the utterance. The VC techniques have been applied not only
to speaker conversion but also emotion conversion [1], speak-
ing aid [2], and so on.

Many statistical approaches to VC have been studied [3—
5]. Among these approaches, the GMM-based mapping ap-
proach [5] is widely used, and a number of improvements
have been proposed. Toda et al. [6] introduced dynamic fea-
tures and the global variance (GV) of the converted spectra
over a time sequence. Helander et al. [7] proposed transforms
based on Partial Least Squares (PLS) in order to prevent the
over-fitting problem of standard multivariate regression.

In our previous work [8], an exemplar-based VC ap-
proach for noisy source signals has been presented using
Non-negative Matrix Factorization (NMF) [9]. We assume
that our approach using NMF has two advantages compared
to conventional statistical VC. The first advantage is the noise
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robustness. In statistical VC, the noise in the input signal
is not only output with the converted signal, but may also
degrade the conversion performance itself due to unexpected
mapping of source features [8]. Because NMF can separate
back-ground noise and speech spectra [10], our VC approach
can avoid performance degradation in noisy environments.
The second advantage is naturalness of the converted voice.
In statistical VC, over-smoothing in converted voice is re-
ported [7]. Because our approach is not a statistical one, we
assume that our approach can avoid the over-fitting problem
and create a natural voice.

However, a conventional VC approach needs parallel
training data between source and target speakers and this
constraint can be a difficult requirement to meet in practice.
In statistical VC, some approaches that do not require parallel
data have been proposed [11-14]. In this paper, we propose
noise robust VC using small parallel corpus based on an
NMF-based speaker adaptation technique.

In [16], adaptation of speaker-specific bases in NMF for
single channel speech-music separation has been presented.
The adaptation technique is applied to voice conversion in this
paper. In VC, the source dictionary is constructed using suf-
ficient data of the source speaker, and it is adapted using a
small amount of parallel data only (about ten words only) in
order to obtain the target dictionary, where a linear regression
transformation matrix is trained based on NMF.

This rest of this paper is organized as follows. In section 2
a voice conversion technique based on NMF is described, and
an adaptation technique in an NMF framework is described in
section 3. Section 4 describes the results of experiments.

2. VOICE CONVERSION BASED ON NMF

2.1. Sparse Representations for Voice Conversion

Fig. 1 shows an approach of exemplar-based voice conver-
sion in a noisy environment. D, L, and J are the numbers
of dimensions, frames and exemplars, respectively. In the ap-
proaches based on sparse representations, the observed signal
is represented by a linear combination of a small number of
bases. We call the collection of the bases as dictionary and
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Fig. 1. Basic approach of exemplar-based voice conversion in
a noisy environment

the stack of its weights as activities. From the before and
after utterance sections in the observed signal, the noise dic-
tionary is extracted for each utterance. The spectrum of the
noisy source signal at frame [ is approximately expressed by
a non-negative linear combination of the source dictionary,
noise dictionary, and their activities.

X = x;+x
~ J s1,8 K nin
A Y aghi + > aphy,
= [ASA"] HH st hi h>0
= Ahl s.t. hl Z 0 (1)

x; and x}' are the magnitude spectra of the source speaker’s
and the noise. A®, A", h7, and h}’ are the source dictio-
nary, noise dictionary, and their activities at frame [. Given
the spectrogram, (1) can be written as follows:

HS
Hn
= AH s.t.

X =~ [ASA"][ ] st. HY H" >0

H > 0. @)

In order to consider only the shape of the spectrum, X,
A? and A" are first normalized for each frame or exemplar
so that the sum of the magnitudes over frequency bins equals
unity.

The joint matrix H is estimated based on NMF with the
sparse constraint that minimizes the following cost function
[10]:

dX,AH) + |[A1TE)) < H||; st. H>0.  (3)
.x denotes element-wise multiplication. The first term is the
Kullback-Leibler (KL) divergence between X and AH. The
second term is the sparse constraint with L1-norm regular-
ization term that causes H to be sparse. The weights of the
sparsity constraints can be defined for each exemplar by defin-
ing AT = [A\1...\s...Asi k]| In this paper, the weights for
source exemplars [A1 ...\ ;] were set to 0.1, and those for
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noise exemplars [Ayi1 ... Ajq k] were set to 0. H minimiz-
ing (3) is estimated iteratively applying the following update
rule:
H,: = H, x(AT(X./(AH)))
/(1((J+K)><L) _'_)\1(1><L)) (4)

2.2. Target speech construction

At in Fig. 1 represents a target dictionary that consists of the
target speaker’s exemplars. A and A’ consisted of the same
words and are aligned with dynamic time warping (DTW)
just as conventional GMM-based VC is. This method as-
sumes that when the source signal and the target signal (which
are the same words but spoken by different speakers) are ex-
pressed with sparse representations of the source dictionary
and the target dictionary, respectively, the obtained activity
matrices are approximately equivalent. For this reason, we
assume that when there are parallel dictionaries, the activity
of the source features estimated with the source dictionary
may be able to be substituted with that of the target features.

The target dictionary is also normalized for each frame in
the same way the source dictionary was. From the estimated
joint matrix H, the activity of source signal H® is extracted,
and by using the activity and the target dictionary, the con-
verted spectral features X are constructed.

X! = A'H? (5)

The converted spectral features are de-normalized so that the
sum of the magnitudes over frequency bins equals input spec-
tral features.
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3. ESTIMATION OF TARGET DICTIONARY USING
A SMALL PARALLEL CORPUS ONLY

In the framework of conventional NMF-based VC which is
described in section 2, large parallel corpus of source and
target speaker is needed for dictionary construction. In this
section, we propose a target dictionary estimation from small
parallel corpus only.

Fig. 2 shows the estimation procedure of our proposed
method. X® and X! show the small parallel data between
source and target speakers. In the Activity Estimation stage,
a source spectral exemplar matrix X is decomposed into a
linear combination of bases from the source dictionary A°.
The source dictionary is consist of source speaker’s exem-
plars. The indexes and weights of the bases are estimated
using (4) as source activity H?.

In the Dictionary Adaptation stage, speaker adaptation is
conducted in order to obtain a target dictionary from a source
dictionary using a small amount of (parallel) target speech
signals. The adaptation is performed by using a linear re-
gression transformation matrix based on an NMF framework.
Given the transformation matrix, W, the target feature vector
at the [-th frame,

x! ~ WA*h} (6)

where A? is the source dictionary and hy is the activity vector
of source signal at the [-th frame.

In order to find the transformation matrix, an NMF frame-
work which minimizes the KL divergence between X! and
WA H? is used.

W = argmin d(X*, WA*H?) @)
W

The transformation matrix, W, is estimated using A°, H?,
and a small amount of the parallel target speech signals, X?,
as follows:

W« W.x((X"./(W(A*H?)))(A*HT)
J(APE (ACH?)T). ®)

The new parallel target dictionary is given by At = WAs
and the source features are converted into the target features
according to section 2.

4. EXPERIMENTS

4.1. Experimental Conditions

The new VC technique was evaluated by comparing it with
conventional techniques based on GMM [5] and NMF [8] in
a speaker conversion task using noisy speech data. Two males
and two females are selected as source or target speakers from
the ATR Japanese speech database and we conducted male-to-
female, male-to-make and female-to-female conversion. The
sampling rate was 8 kHz.
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Two-hundred sixteen words of clean speech were used to
construct a source dictionary in NMF with speaker adaptation
and used to train the GMM in the conventional method. The
number of adaptation words was 10, 25, and 50, respectively.
50 words for test are different from those used in training and
adaptation.

The noisy speech was created by adding a noise sig-
nal recorded in a restaurant (taken from the CENSREC-1-C
database [17]) to the clean speech data. The SNR was 20
and 10 dB. The average number of exemplars in the noise
dictionary for each utterance was 104.

In the NMF-based method, a 512-dimensional spectrum
was used as the feature vectors for input signal and source dic-
tionary. The number of iterations used to estimate the activity
was 300. In the GMM-based method, 40 linear-cepstral co-
efficients obtained from the STRAIGHT [15] spectrum were
used as the feature vectors. The number of Gaussian mix-
tures was 64. In this paper, FO information is converted using
a conventional linear regression based on the mean and stan-
dard deviation [6]. The other information, such as aperiodic
components, is synthesized without any conversion.
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Fig. 3. NSD for male-to-female voices at 10dB converted by
each method
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Fig. 4. NSD for male-to-male voices at 10dB converted by
each method

4.2. Experimental Results

Objective tests are carried out using the normalized spectrum
distortion.

NSD = /|IXt - Xt[[2/][X! — X2 ©)
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Fig. 5. NSD for female-to-female voices at 10dB converted
by each method

0.84
0.82 —
0.8 —
0.78 —

[a]
2 0.76 —

0.74 ——  ENMF
0.72 m Adap
0.7 -
0.68 - . . .

216 50 25 10

Number of Parallel Data

uGMM

Fig. 6. NSD for male-to-female voices at 20dB converted by
each method

Figs. 3, 4, and 5 show the NSD for a male-to-female
conversion, a male-to-male conversion, and a male-to-female
conversion in 10 dB, respectively. “NMF” shows the result
using the conventional NMF without speaker adaptation and
“Adap” shows the result using NMF with speaker adaptation.
As shown in these figures, the performance of NMF without
speaker adaptation decreases as the number of words used
for the parallel dictionaries decreases. On the other hand,
the performance of NMF with speaker adaptation does not
decrease in comparison with the conventional NMF without
speaker adaptation.

Figs. 6, 7, and 8 show the NSD for a male-to-female con-
version, a male-to-male conversion, and a female-to-female
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Fig. 7. NSD for male-to-male voices at 20dB converted by
each method
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Fig. 8. NSD for female-to-female voices at 20dB converted
by each method

conversion in 20 dB, respectively. Because of low SNR con-
dition, the effectiveness of noise robustness of NMF-based
VC is lower, compared to Figs. 3, 4, and 5. However, the per-
formance of NMF with speaker adaptation does not decrease
as the number of words used for the parallel dictionaries de-
creases in comparison with the conventional NMF without
speaker adaptation. Moreover, the performance of NMF with
speaker adaptation is better than conventional GMM-based
VC. These results shows the effectiveness of our NMF-based
speaker adaptation technique.

For the speech quality evaluation, a mean opinion score
(MOS) test was performed. The opinion score was set to a
five-point scale (5 excellent, 4 good, 3 fair, 2 poor, 1 bad). The
number of subjects was 8 and the SNR was 10 dB. Fig. 9 (left
side) shows the MOS test on the speech quality. As shown
in Fig. 9, NMF-based VC with speaker adaptation (25 adap-
tation words) obtained a better score than the conventional
NMF-based VC (25 words). The result was confirmed by a
p-value test of 0.05.

For the evaluation of speaker individuality, the XAB test
was carried out. In the XAB test, each subject listened to
the target speech. Then the subject listened to the speech
converted by the two methods and selected which sample
sounded more similar to the target speech. Fig. 9 (right side)
shows the NMF-based VC with speaker adaptation obtained
a higher score than the conventional NMF-based VC without
speaker adaptation. The result was confirmed by a p-value
test of 0.05.
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5. CONCLUSIONS

In this paper, an exemplar-based VC technique using speaker
adaptation was presented. This method uses a small amount
of parallel data only, where a linear regression transformation
matrix is used to adapt a source dictionary to a target dictio-
nary and it is estimated in an NMF framework.

In comparison experiments between GMM-based VC,
NMF without speaker adaptation and NMF with speaker
adaptation, the NMF-based VC with speaker adaptation
showed better performance. Future work will include efforts
to apply this method to other exemplar-based VC applica-
tions [18-20].
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