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1. Introduction

Recently, high-accuracy RGB-D cameras are commer-
tially available, which are capable of providing high qual-
ity three dimension information (color and depth). In this
paper, we propose an object recognition method where the
techniques of object recognition in 2D are extended to 3D.

Recent image classification systems mainly consist of
the following three parts: feature extraction using scale-
invariant feature transform (SIFT), coding scheme using
bag-of-features (BoF) and pooling process using spatial
pyramid matching (SPM) [1]. The SPM is also regarded
as an extension of BoF, which partitions the image into hi-
erarchical spatial sub-regions and computes histograms of
local features from each sub-region. This spatial pyramid re-
stricted by position has shown very promising performance
on many image classification tasks. These techniques used
for 2D images are applied to 3D object recognition without
any changes so far. For that reason, even though the depth
information captures the overall shape of an object, conven-
tional methods use depth information only to extract the
local feature.

In our proposed approach, the overall object shape is cap-
tured by the depth spatial pyramid based on depth infor-
mation. In more detail, multiple features within each sub-
region of the depth spatial pyramid are pooled. As a re-
sult, the feature representation including the depth topo-
logical information is constructed. We use not only SIFT,
but also histograms of oriented normal vectors (HONV [2])
for the depth image, which are originally designed to cap-
ture local geometric characteristics. We also adopt locality-
constrained linear coding (LLC [4]), which utilizes local con-
straints to project each descriptor into its local-coordinate
system.

2. Methodology

2.1 Overview

Fig. 1 shows the system overview. First, the depth im-
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Fig. 1 System overview

age and the RGB images of each channel are created from
depth and color information. Feature points of each im-
age are located by grid sampling, and features (HONV and
SIFT) are extracted from each feature point. HONV is ex-
tracted from the depth image and SIFT is extracted from
the RGB images. The extracted features are coded by LLC.
Then, multiple codes within each sub-region of the spatial
pyramid are pooled together. The pooling of the depth spa-
tial pyramid is additionally processed for the depth image.
Finally, the pooled features from all sub-regions are concate-
nated together for classification.

2.2 Spatial pooling in 3D

Spatial pooling is the process of partitioning an image
into sub-regions, and pooling multiple features within each
sub-region. In this paper, we use our proposed depth spatial
pyramid to divide each depth image in 3D, in addition to
the conventional spatial pyramid for each image in 2D.

The depth spatial pyramid is a spatial pyramid in the
depth coordinate system made from depth information. As-
suming that the depth value is a coordinate, we partitions
the depth image to sub-regions. However, the depth val-
ues measured disperse unlike coordinates of a usual spatial
pyramid. If the space is simply divided equally like the spa-
tial pyramid, the number of feature points within each sub-
region is biased. Therefore, we divide it into sub-regions
including equal number of points without dividing by co-
ordinates. Typically, m subregions (m = 0, 1, 2) are used
(Fig. 2). 3D space of an object is spatially constrained by
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Fig. 2 Depth Spatial Pyramid

using the depth spatial pyramid and the spatial pyramid to-
gether. As a result, the overall 3D shape of the object can be
expressed. In each spatial pyramid, multiple codes within
each sub-region are pooled together. These pooled features
from each sub-region are concatenated and normalized as
the final image feature representation. We use max pooling
as pooling method:

cout1 = max(cin1, . . . , cinH) (1)

where H denotes a number of feature points within the sub-
region. max function in a row-wise manner returns a vector
with the same size as cin1. These pooled features cout1 are
concatenated as the feature vector cin. It is normalized by

cout2 = cin/‖cin‖2. (2)

This cout2 is the final image feature representation. Here,
for the depth image, we concatenate two feature representa-
tion made from spatial pyramid and depth spatial pyramid.

3. Experiments

We used the RGB-D Object Dataset for the object recog-
nition experiments [10]. It is composed of 300 objects, 51
categories and about 42000 images containing RGB and
depth information. Each object is recorded from three view-
ing heights (30◦, 45◦ and 60◦ angles) while it rotates on a
turntable. For our experiments, we used the same setup as
in [5], distinguishing between category and instance recogni-
tion. Firstly, category-level classification experiments were
conducted with 51 class labels. We randomly selected one
object from each category for the test, and trained the clas-
sifier on the remaining objects. The accuracy averaged and
the standard deviation over 10 random trials are reported
for category recognition. Secondly, instance classification
experiments with 300 objects were conducted. We trained
the classifier on the images captured from 30◦ and 60◦ eleva-
tion angles, and tested them on the images from 45◦ angle.
We present object recognition results on the RGB-D Object
dataset with only depth features (Depth), only color features
(RGB), and with both depth and color features (RGB-D). In
our setup, the SIFT and the HONV features were extracted
from points densely located by every 4 pixels on an image,
under three scales, 8× 8, 12× 12 and 16× 16 respectivel
The codebook size was 1024, the best value in the experi-
ment. We used as the classifier multi-class SVM (linear) to
classify the vectors.

Table 1 shows the recognition results and the compari-
son with conventional methods. As shown in Table 1, it
can be confirmed that the proposed method improved the
accuracy. This result shows the effectiveness of the pro-

Table 1 Recognition results and comparisons(%)

Category Instance

RGB Depth RGB-D RGB Depth RGB-D

ICRA11[5] 74.3 ± 3.3 53.1 ± 1.7 81.9 ± 2.8 59.3 32.3 73.9

Kernel desc[6] 80.7 ± 2.1 80.3 ± 2.9 86.5 ± 2.1 90.8 54.7 91.2

CKM desc[7] N/A N/A 86.4 ± 2.3 82.9 N/A 90.4

HMP[8] 74.7 ± 2.5 70.3 ± 2.2 82.1 ± 3.3 75.8 39.8 78.9

ISER12[9] 82.4 ± 3.1 81.2 ± 2.3 87.5 ± 2.9 92.1 51.7 92.8

Proposed 85.3 ± 1.6 82.9 ± 2.3 89.2 ± 1.6 93.4 42.5 94.2

posed method using HONV, LLC and depth spatial pyra-
mid. However, only the result with depth features (Depth)
for instance recognition does not outperform other methods.
This is because the dataset contains many objects that the
shapes are the same but the colors are different. It is gen-
erally difficult to recognize those objects only with shape
information. Especially, the proposed method specialized
for the shape representation was strongly influenced, and
therefore its recognition accuracy was not improved. Nev-
ertheless, the depth information contributes to the improve-
ment of the recognition rate when mixed up with the color
information (RGB-D).

4. Conclusion

This paper presented a 3D object recognition method us-
ing HONV, LLC and depth spatial pyramid based on depth
information. The feature representation including the topo-
logical information of shape was constructed by using depth
spatial pyramid and spatial pyramid together. Our proposed
method of expressing overall object shapes demonstrated the
better performance compared with conventional methods in
the experiments using 3D object dataset.
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