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Abstract This paper presents a voice conversion based on NMF for noisy environments. We prepared parallel

exemplars that consist of the source and target exemplars, which have the same texts uttered by the source and

target speakers. The input source signal is decomposed into the source exemplars, noise exemplars obtained from

the input signal, and their weights. Then, the converted signal is obtained by calculating the linear combination

of the target exemplars and the weights which are calculated using the source exemplars. In the proposed method,

segment features are used for the voice conversion technique based on NMF in order to improve the accuracy of

the weight estimation. The effectiveness of this method was confirmed by comparing its effectiveness with that of

a conventional method.
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1

Fig. 1 Activity matrix of the source signal

2

Fig. 2 Activity matrix of the target signal

3 NMF

Fig. 3 Basic approach of voice conversion based on NMF
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Fig. 4 Construction of source and target dictionaries
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Fig. 5 Cepstrum distortion for each method in the case of using

50 words

6 25

Fig. 6 Cepstrum distortion for each method in the case of using

25 sentences
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Fig. 7 Converted spectrum envelope of source speaker based on

GMM

8 NMF

Fig. 8 Converted spectrum envelope of source speaker with NMF

9

Fig. 9 Converted spectrum envelope of source speaker with pro-

posed method

10

Fig. 10 Spectrum envelope of source speaker

11

Fig. 11 Spectrum envelope of target speaker
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