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Abstract
Bring me onthe table,
This paper presents a new method for detecting unknown ob-

jects and their unknown names in object manipulation dialog. ok
In the method, the detection is carried out by using the in- -
formation of object images and user’s speech in an integrated
way. Originality of the method is to use logistic regression
for the discrimination between unknown and known objects. 0 T
The detection accuracy of an unknown object and its name J {
was 97% in the case when there were about fifty known ob-

jects.

Figure 1: Autonomous Detection of Unknown Objects and

. Their Names by a Robot.
1. Introduction

. . . - . To use both types of information, we use logistic regression
The robots can recognize objects using vision with reas?n- yp g 9

able accuracy if they know those object in advance, recen Rl_mtegrate the information.

However, it is difficult to teach household robots every ob- proposed System

jects in home environments. So, robots need to learn un-

known objects as well as recognize known objects. Few re-The proposed system diagram is shown in Fiy. It is

searchers have previously addressed such systems§]. composed of two parts, estimating the confidence and detect-

In [1], the author developed a robot that acquires multimodB@ Unknown objects and their names. As for the confidence

information of objects, i.e. auditory, visual, and haptic irestimation, the confidence of the recognition results for input

formation, in a fully autonomous way using its embodimerfipeeches and images is estimated. Regarding the detection

Also an online algorithm of multimodal categorization basédf unknown objects and their names, the input object is clas-

on the acquired multimodal information and words which aféfied into an unknown object categories and known object

partially given by human users has been proposed. The &&fegory using the confidence. When the input object is clas-

thors summarize their ongoing project on developing an §[t|6d as unknown, the robot considers that an unknown object

chitecture for a robot that can acquire new words and thisirdetected, and its name is obtained. When the input object

meanings while engaging in multidomain dia]ogues in ’] is classified as a known ObjeCt, its ObjeCt ID is estimated and
There remains a problem of how to detect unknown offlen its name is output. The detail of the confidence estima-

jects. We propose a new method that uses multimodal infdf? and the unknown object detection will be described in

mation, which is integrated speech and image informatictECtions3 and4, respectively.

for the classification of known and unknown objects. We con-

sider a task in which a robot is told “bring n@ject Namen 3. Confidence Measure Integration

the table.” (Fig.1.) From the information of the objects on the . i .

table and human speech, the robot brings the object indicate@Ur Method integrates the confidences of speech recogni-

whether the objects are known or not. In this method, Hign results and image recognition results, and the integrated

only image information but also speech information is usdepnfidence is used in detecting of unknown objects and their
names.
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Speech's Image 0 whereg; denotes the normal distribution of thie¢h object,
d 1 .
l l and Py, = ((2m)2| > |2)~! denotes the maximum proba-
bility densities of Gaussian functions.

i | Speech Processing | | Image Processing Calculation of

| — . Confidence Measure 3.3. Logistic Regression for Modality Integration

Cs Co

The speech recognition confidence measure and object
recognition confidence measure are integrated by the follow-
ing logistic regression functionT:

Detection of Unknown Objects

| Detection of Unknown

Unknown —l Known Objects and Their Names 1
Fc(csy Co) = (5)

T 14 e (aotarCetanCo),

Object Recognition

| Here g, a1 and as are logistic regression coefficients.
v In the training of this logistic regression function, the
“Unknown” “Object Names” . . . . . .

th training sample is given as the pair of input signal
(Cs(s; Ay), Ci(0; g;)) and teaching signal;. Thus, the train-
ing setT containsN samples:

Figure 2:Proposed System Configuration Diagram

3.1. Speech Processing TN = {Cs(s5; Ai), Col05;9i), dili = 1,--- , N} (6)

The features used for speech recognition were M&thered; is0 or 1, which respectively represents the object is
frequency cepstral coefficients, which are based on short-timmknown or known. The likelihood function is written as
spectrum analysis; their delta and acceleration parameters;
and the delta of short-time log power. These features are ob- D i, i ld
tained by Julius4]. The log likelihood of these features are 11d|aoa1a2) =[TTI(FLCL,Co ) 0F(CL 0o )
calculated by HMMs and written as follows: e -

Py(s; A;) =log P(s; A;) 1)
whered = (d; j,--- ,dn ;). The weights(ag, a1, as) are

where P(s; A;) is the likelihood of speech. ThiB(s; A;) is optimized by maximum likelihood estimation using Fisher's
used to estimate confidence. Speech recognition conﬂdeg(g&ing algorithm .

is used to evaluate the reliability of the result of speech recog-

M N

nition and it is obtained by the following formula]f 4. Detection of Unknown Objects and Their Names
Cu(s; Ay) = 1 P(s; A;) @) In the detection phase, the input object is classified as an
’ n(s) max P(s;Ay;) unknown object or a known object using the integrated con-

fidence obtained from Sectieh3. When the input object is
wheren(s) denotes the analysis frame length of the inputassified as unknown, it is considered an unknown object is
speech,A; denotes the word HMM of thé-th object, and detected and its name is obtained. When the input object is
u; denotes a phoneme sequence ofittieobject. classified as known, then the object recognized to get its name

3.2. Image Processing IS output.

The features used in image recognition were L*a*b* com—'l' Detection of Unknown Objects

ponents (three dimensions) for the color, complex Fourier coig. 3 shows the joint distribution of speech recognition
efficients (eight dimensions) of contours for the shafle [confidence and image recognition confidence. It indicates
and the area of an object ( one dimension). Gaussian Modglg discriminating unknown and known objects would be
were learned using these features with MAP adaptation. Thgssible with these confidences using simultaneous use of
log likelihood of object?, (o; g;) is obtained by the following both confidences. Given a threshaldthe object is classi-

formula [7]: fied as unknown or known.
N L F.(Cs,C,) is used for the classification of unknown and
P,(0; g;) = log P(0; gi) ®) known objects. If
whereP(o; g;) is the likelihood of the object. The confidence
of the objects are written as follows: max(Fe(Cs (s: ), Co (05 94))) <9, 8
C,(0; gi) = log P(0; 9i) (4) theinput (_)bject is classified as an unknown object, else as a
Prrax known ObjeCt.
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Figure 3:Joint Distribution of Values of the Speech and OH=igure 4:Examples of Object Image Used in the Experiment
ject Confidence

< 100
4.2. Object Recognition ~:; o
When the input object is classified as a known object, the fg 60
object is recognized and its ID is obtained. The ID of an < w0
object is obtained as follows: 20
’AL' = arg maX(Fc(CS (S; Ai), CO(O; gi))) (9) ° 0 0:2 0.4 ois 08 1
% Threshold

Then, the object name is output.
Figure 5: The Variation in Accuracy by Threshold
5. Experimental Evaluation (F.(Cs, Cy))

We first evaluated unknown object detection, and then Wt integrates log likelihoods of image and speech recogni-
evaluated object recognition. The coefficiemts a1, anda,, tion by logistic regression. The coefficient dety, a1, oo}
and threshold were also optimized in the experiment. are {7.64,5.22,5.16e — 03} in the proposed method and
We prepared0 objects. For each object, we collected onf9.17,0.02,0.15} in the log likelihood method. For every
utterance including its name and images. Some of the im-cross validation, we evaluate the accuracy with one threshold.
ages are shown in Fig4. All utterances are made by onéThe variation in accuracy by the threshold are shown in Fig.
speaker. 5 and6. The optimized threshold of the proposed method is
0.96, and the threshold of the log likelihood based method is
0.98. The experimental result using the optimized weight set
The evaluation is performed by leave-one-out cross vafi-shown in Tabld. The accuracy of the proposed method is
dation. We investigated (1) if known objects are classifi&db% higher than that of the method which uses the log like-
as known objects and then (2) if unknown objects are clad#ood integrated by logistic regressidn,(Ps, P,) and the
fied as unknown objects, and averaged their accuracies. Rost efficient as shown in Table
(1), we chose one image for each of titeobjects as a tests o Eyaluation of Object Recognition
data, and other images are treated as training data. We carried
out the experiment for aB00 images. For (2) we chose one The evaluation was also performed by leave-one-out cross
object for testing, and other objects were treated as trainiraidation. As the condition that unknown object is input, we
data. We also carried out the experiments for each of@he chose one image for testing for each of @iteobjects, and
images. other images are treated as training data. We carried out the
To evaluate the confidences, we compared the accuegperimentfor alb00 images. To evaluate the confidence, we
cies of the proposed method using the confidences and dbmpared the accuracy of the proposed method using the con-
method using the log likelihood. The latter uses a measuéidence measure and the method using the log likelihood. The

5.1. Evaluation of Unknown Object Detection
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Figure 6: The Variation in Accuracy by Threshold
(FP(PS’PO»

Likelihood P,+ P, | F,(Ps,P,)
ObjectP, | 93.20% | 78.80% 89.40%
SpeechP, | 66.00% [2]
Confidence Cs+C, | F.(Cs,C,)
ObjectC, | 93.20% | 94.60% 97.00%
SpeechC; | 95.00%

(3]

Table 1:Accuracy of Unknown Object Detection

same weight sets in Sectignl are used in this experiment.
The experimental result is shown in TalleThe accuracy of

the proposed method and the method using the log likelihood
is the same and it i500%. [4]
(5]

6. Discussion

We detect an unknown objects and its names as prelimi-
nary experiment. This method can be extended to the meth
which detects multiple unknown objects and their names.
From the experimental result, we can see the possibility for
the extension of the proposed method for multiple objects. In
future work, we extend the proposed method to that for thE’]
multiple objects and their names.

7. Conclusion
Acquiring new knowledge through interactive learning

mechanisms is a key ability for robots in a real environment8!
To acquire new knowledge, the detection and learning of the

Likelihood P+ Py | Ey(Ps, )

ObjectP, | 98.80% | 99.40% 100.00%

SpeechP; | 96.00%

Confidence Cs+C, | F.(Cs,C,)

ObjectC, | 98.80% | 99.40% 100.00%

SpeechC; | 96.00%

Table 2:Accuracy of Object Recognition
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