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ABSTRACT

In recent years, super-resolution techniques in the field of
computer vision have been studied actively owing to the po-
tential applicability in various fields. In this paper, we pro-
pose a single-image, super-resolution approach using GMM
(Gaussian Mixture Model)-based conversion. The conversion
function is constructed by GMM using the input image and its
self-reduction image. The high-resolution image is obtained
by applying the conversion function to the enlarged input im-
age without any outside database. We confirmed the effec-
tiveness of this proposed method through the experiments.

Index Terms— super-resolution, GMM

1. INTRODUCTION

The resolution of the digital camera installed in cellular
phones has incresed dramatically in recent years. On the
other hand, due to price competition, the need to reduce the
cost of the image sensor has been a serious problem. For
this reason the technology for high-resolution digital image
processing has been attracting much attention. If images are
enlarged by using either linear interpolation or bicubic in-
terpolation (a popular expansion processing technique), the
resolution of the images decreases because their edge infor-
mation is lost. Therefore, a method that assures the high
resolution of the expanded images and adds an appropriate
high-frequency component to the image is required.

Single-image super-resolution techniques in the field of
computer vision have been studied actively. The typical
method for single-image super-resolution is an example-
based one [1]. Association between low- and high-resolution
image patches is learned from a database with low- and high-
resolution image pairs, and then it is applied to a new low-
resolution image to restore the most likely high-resolution
component. Some studies [2, 3] also propose methods of em-
ploying a conversion function so that low-resolution images
can be converted into high-resolution ones.

Super-resolution techniques restore the high-frequency
component of the original data that is lost for various reasons
from the observed data. In this paper, we propose a method
to restore the high frequency component by constructing a
conversion function that converts the low-resolution image

feature preserved in the enlarged blur image to the lost higher-
frequency component. This method was originally developed
in GMM (Gaussian Mixture Model)-based voice conver-
sion [4]. The voice conversion is a method that converts a
speaker’s voice into another speaker’s voice. We apply this
voice conversion to super-resolution so that low-resolution
images can be converted into high-resolution ones. The con-
version function is constructed between the original image
and its self-reduction image using GMM. Then the conver-
sion function is applied to the enlarged image to restore the
higher frequency component.

This paper is structured as follows. Section 2 describes
GMM based conversion. Section 3 describes the proposed
super-resolution system using the conversion function. Sec-
tion 4 describes our experimental results, and Section 5 sum-
marizes the paper.

2. GMM-BASED CONVERSION FUNCTION

Let the source image and the target image be expressed as x
= [ x1,x2, . . . ,xn ]T , y = [y1, y2, . . . , yn]

T respectively. The
probability distribution of the source image x is expressed by
mixture distribution as follows:

P (x) =
m∑
i=1

αiN(x;μi,Σi) (1)

m∑
i=1

αi = 1, α ≥ 0 (2)

where αi is the weight of mixture i, and m is the number of
mixtures. N(x;μi,Σi) is the normal distribution with mean
vector μi and variance-covariance matrix Σi and expressed as
follows:

N(x;μi,Σi)

=
1

(2π)
n
2 |Σ 1

2
i |

exp[−1

2
(x− μi)

TΣ−1
i (x− μi)] (3)
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The conversion function from the source image into the target
one is expressed as follows [4].

y = F (x) = E[y|x]

=
m∑
i=1

hi(x)[μ
y
i +Σyx

i (Σxx
i )−1(x− μx

i )] (4)

hi(x) =
αiN(x;μx

i ,Σ
xx
i )∑m

j=1 αjN(x;μx
j ,Σ

xx
j )

(5)

where μx
i and μy

i are the mean vectors at mixture i of the
source image and the target image, respectively. Σxx

i andΣyx
i

are the covariance matrix and the cross-covariance matrix at
mixture i of the source image and target image, respectively.
The source image is converted into the target image using Eq.
(4). The parameter (αi,μx

i ,μy
i ,Σ

xx
i ,Σyx

i ) of the conversion
function is trained using the joint probability distribution of
vector z = [ xT yT ]T expressed by GMM as follows:

P (z) =
m∑
i=1

αiN(z;μz
i ,Σ

z
i ) (6)

where μz
i and Σz

i are expressed as follows:

Σz
i =

[
Σxx

i Σxy
i

Σyx
i Σyy

i

]
,μz

i =

[
μx

i

μy
i

]
(7)

These parameters are trained by EM algorithm.

3. SUPER-RESOLUTION SYSTEM

Fig. 1 shows the proposed super-resolution system. The
conversion function is constructed using the input image and
its self-reduction image by GMM in the learning phase. The
high-resolution image is restored by using the conversion
function in the estimation phase.

3.1. Learning of Conversion Function

1. Low- and high-resolution image pair (I and IL) is pre-
pared by reducing the input image I with high resolu-
tion to the self-reduction image IR, and then enlarging
the image IR to the image IL by bicubic interpolation.

2. The high-frequency components (ILH1, ILH2, ILH3

and ILH4) are extracted from the image IL as a low-
resolution image feature by applying various high-pass
filters (H1, H2, H3 and H4). The high-pass filters are
6-dimensional first-order derivatives in the horizontal
and vertical directions and 7-dimensional second-order
derivatives in the horizontal and vertical direction, as

shown below.

H1 = [0, 0, 1, 0, 0,−1]

H2 = [0, 0, 1, 0, 0,−1]T

H3 = [1/2, 0, 0,−1, 0, 0, 1/2]

H4 = [1/2, 0, 0,−1, 0, 0, 1/2]T

3. The difference image IF is produced as a high-resolution
image feature by subtracting the enlarged image IL
with low resolution from the input image Iwith high
resolution.

4. Association between the low-resolution image feature
ILH1, ILH2, ILH3, ILH4 and the high-resolution image
feature IF is decomposed into the small image patches.
Therefore, a set of associated image patches is pro-
duced as follows:

xm = [IT
LH1m, IT

LH2m, IT
LH3m, IT

LH4m]T (8)

ym = [IFm]T (9)

where m is the number of patches. The joint vector z
is obtained by concatenating x and y. Based on the
GMM of the joint vector, the conversion function is
constructed according to Eq. (4) in the learning phase.

3.2. Estimation of Super-resolution

1. The input image I is enlarged to the image I ′L using
bicubic interpolation. The enlarged input imageI ′L is
high-pass filtered and decomposed into patches as in
the learning phase. At this stage, a set of image patches
with the low-resolution image feature xm is obtained.
The lost high-resolution image feature I ′F is restored by
applying the conversion function Eq. (4) to the image
patches xm in the estimation phase.

2. Finally, the super-resolution image IS is obtained by
adding the lost high-resolution image feature I ′F to the
enlarged input image I ′L.

4. EXPERIMENTAL RESULTS

4.1. The Input Image

Five input images (shown in Fig. 2) were prepared for testing.

4.2. Evaluation Method

In order to evaluate impartially, various evaluation techniques
were employed in the super-resolution restoration experi-
ment, including PSNR, SSIM [5] and VSNR [6]. Given an
original image and its processed image, PSNR, SSIM and
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Fig. 1. Super-resolution system
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Fig. 2. Input images

VSNR measure the quality of the processed image. The
larger the values of PSNR, SSIM and VSNR are, the higher
the quality of the image will be.

4.3. Assessment of Experiment

The proposed method and bicubic interpolation were com-
pared. The original images (576x576) were reduced by one-
third in the horizontal and vertical directions and they were
used as input images I . The input images were enlarged by
three times in the horizontal and vertical directions by the pro-
posed method and bicubic interpolation. The size of the im-

age patches was 3x3 as the best value in the experiment. The
number of mixtures in GMM was set to 5 as the best value in
the experiment. They were compared with the original image
in terms of PSNR, SSIM and VSNR.

Table 1 shows the evaluation results by PSNR, SSIM and
VSNR. Fig. 3 and Fig. 4 show part of the resultant images.
Image (a) is the result enlarged by bicubic interpolation and
image (b) is the result enlarged by the proposed method.

Comparing the “proposed” method with the “bicubic”
method in Table 1, it can be seen that “proposed” obtained
good evaluation values. In addition, the differences in clar-
ity between the “(b) proposed method” images and bicubic
method are noticeable in Fig. 3 and Fig. 4.

5. CONCLUSION

In this paper, a super-resolution technique was proposed by
employing GMM-based conversion using the self-reduction
image and the input image. The effectiveness of the proposed
method was confirmed through the experiments in terms of
three types of evaluation measures. The future work will in-
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Table 1. Comparison of the super-resolution images shown
in Fig. 2 by PSNR, SSIM and VSNR

Image Measure PSNR SSIM VSNR
(a) Bicubic 32.08 0.7256 13.39

Proposed 32.35 0.7584 13.61
(b) Bicubic 37.62 0.8763 16.92

Proposed 38.16 0.8907 17.15
(c) Bicubic 34.40 0.8863 14.92

Proposed 35.76 0.9163 15.27
(d) Bicubic 32.55 0.7530 15.56

Proposed 33.31 0.7961 16.00
(e) Bicubic 36.08 0.8775 14.25

Proposed 36.79 0.8941 14.50

clude expanding the method to improve the conversion func-
tion by employing canonical correlation analysis.
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Fig. 3. Part of the enlarged image(d)
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Fig. 4. Part of the enlarged image(e)
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