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Abstract

Generic object recognition by a computer is strongly
required in various fields like robot vision and image re
trieval in recent years. Conventional methods use Con
ditional Random Field (CRF) that recognizes the class
of each region using the features extracted from the lo
cal regions and the class co-occurrence between the ad
joining regions. However, there is a problem that the
discriminative ability of the features extracted from lo
cal regions is insufficient, and these methods is not ro
bust to the scale variance. To solve this problem, we
propose a method that integrates the recognition results
in multi-scales by tree conditional random field based
on hierarchical segmentation. As a result of the image
dataset of 7 classes, the proposed method has improved
the recognition rate by 2.2%.

1. Introduction

Generic object recognition means that a computer
recognizes objects in images of a real world as the gen
eral name. This is one of the most challenging task in
the computer vision. However, from the viewpoint of
realizing the human vision by the computer, it is ex
pected to be applied to the robot vision. Moreover, due
to the popularization of digital cameras and the devel
opment of high-capacity hard disk drives in the recent
years, it is getting difficult to classify and to retrieve
enormous videos and images manually. Then, the com
puter is required to automatically classify and to retrieve
videos and images. Especially the generic object recog
nition become more and more important.

There are two kinds of conventional approaches of
the generic object recognition. One is the approach of
recognizing the class of the image. This approach of
ten uses Bag of Features (BoF) [1] that characterizes an

image by a set of local features. This global feature is
used in Support Vector Machine (SVM) and probabilis
tic Latent Analysis (pLSA), and the class of the image
is recognized.

The other is the approach of recognizing the class
of each pixel in the image. Low-level features, such
as the color feature and texture feature, are extracted
from the local region, and the class of the local region
is recognized based on the features. One method of this
approach [2] uses Gaussian Mixture Model (GMM),
but since this method recognizes the class of the lo
cal regions independently, it is difficult to recognize the
class of the regions from which the only ambiguous fea
tures are extracted. Furthermore, there is a problem that
the recognition result tends to become inconsistent as
a whole. To enable more consistent recognition, based
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Figure 1. Recognition of the class of each
pixel in the image by CRF

on the idea that the relation of the co-occurrence ex
its among the objects in the image, the methods [3][4]
that use Conditional Random Field (CRF) [5], which is
a graphical model, attract increasing attention. These
methods recognize the class of each local region based
on not only the features of the region but also the class
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co-occurrence between adjacent regions. The recogni
tion result for the regions, from which only the ambigu
ous features are extracted, can be improved by consid
ering the relation to adjacent regions (see Fig.l). The
class co-occurrence is a kind of contextual information.
For example, class "cow" and class "grass" tend to co
exist, but class "cow" and class "car" don't tend to co
exist.

But many conventional methods have a problem that
the features extracted from the local regions are not dis
criminative, and these are not robust to the scale vari
ance in objects. We think this is because the scale of
the image segmentation as a pre-processing is a single
scale. To solve this problem, we propose a method that
integrates the recognition results in multi-scales by tree
conditional random field based on hierarchical segmen
tation.

This paper is organized as follows. In Section 2, the
proposed method is described. In Section 3, the perfor
mance of the proposed method is evaluated for 7 class
image dataset. Section 4 is for paper summarization and
discuss about the future work.

2. Proposed Method

The flow of the proposed method is shown in Fig.2.
First, an input image is applied to Segmentation by

Output result

[
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Figure 2. The flow of the proposed method

Weighted Aggregation (SWA) [6]. SWA is a hierarchi
cal segmentation method that the lower the layer is, the
more finely the image is segmented, and the higher the
layer is, the more coarsely the image is segmented. The
image in the top layer is not segmented. A segment in a
layer corresponds to multi-segments in the lower layer.

Then, the low-level features, such as the color feature
and texture feature, are extracted from each segment in
each layer except for the highest layer. Only in the high
est layer, Bag of Features (BoF) [1], that is suitable for
characterizing the whole image, is extracted. Based on
them, Gentle Adaboost computes all the class reliabil
ity to all segments. These are local features used in the
proposed method.

Finally, according to the relation between segments
in hierarchical segmentation, Tree Conditional Random
Field (TCRF) is constructed. The sum of the class re
liability of each segments and class co-occurrence be
tween segments is defined as energy function, and the
class assignment maximizing this is estimated by Be
lief Propagation (BP) [7].

Next, we describe each method that that is used in
our proposed method.

2.1 Hierarchical Segmentation by SWA

For hierarchical segmentation, we use Segmentation
by Weighted Aggregation (SWA) [6]. The image is re
garded as a weighted graph. Nodes correspond to pix
els, and edges correspond to connecting neighboring
nodes. The evaluation function r(u) is defined as

(1)

where u = {Ul,U2,'" ,un} is a state vector, with a
state variable Ui = 1 if a pixel i belongs to a segment
Sand Ui = 0 if a pixel i belongs to a segment S. Also,
L is the laplacian matrix of the graph, W is the weight
matrix, the numerator of Eq.l denotes the cutting cost
function, and the denominator denotes the size of a seg
ment S. The purpose of this function is that the internal
weight of a segment becomes low and the size of all
segments becomes as uniform as possible.

For the optimal segmentation, the minimization
problem of this function is solved as the eigen problem
Lu = .-\Wu with minimal positive eigenvalue.-\. Al
gebraic MultiGrid (AMG) procedure solves this prob
lem by the approximate recursive coarsening u ~ PU
with the sparse interpolation matrix P and the coarsen
ing state vector U. Thus, the image is represented by
the pyramid structure. The proposed method uses each
layer of this hierarchy and the relation between the lay
ers.

2.2 Features

After hierarchical segmentation, we extract the fol
lowing low-level features from each segment in each
layer except for the top layer.

• Components of RGB, HSV, Lab, and YCbCr

• Filter response of Gabor filter and LoG

• Coordinates of centroid of super-pixel

• Area of super-pixel
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For color and texture features, after feature extraction
from each pixel, the statistics such as average, standard
deviation, skewness and kurtosis are computed in each
segment.

Also, only in the top layer, we extract Bag of Fea
tures (BoF) [1] from the image. BoF is the appearance
based method that the local features such as SIFT
(Scale-Invariant Feature Transform) [8] is extracted
from the image, and they are divided into W clusters by
k-means. The centroid vector of each cluster is called
Visual Words, and the number of words W is deter
mined empirically. In this way, the image is represented
by the histogram of Visual Words frequency. The char
acterization of the image by BoF is robust to occlusion
because it is expressed as aggregation of local features,
and it is robust to the change of appearance because of
vector quantization by k-means.

These features characterize each segment in each
layer, and based on them, the class reliability for all
classes are computed by Gentle Adaboost.Gentle Ad
aboost is derived from Adaboost, a kind of Boosting
that determines the output by the weighted voting of
a lot of weak classifiers. Since Gentle Adaboost is
the binary discriminant classifier and features should
be trained in each layer, we prepare multiple classifiers
whose number corresponds to the number of classes to
be recognized times the number of layers.

2.3 Recognition by TCRF

..

sented as a node, and all segments that have relation be
tween layers are connected by an edge. Therefore, the
image is represented as the graph structure as shown in
Fig.3, and we call this model Tree Conditional Random
Field (TCRF) since the graph structure is tree structure
that has no loop structure.

Let i E N denote each segment in a hierarchical
segmented image, 7f( i) be the set of the child nodes for
the parent node i, X = {Xi hEN describe the class
reliability in each segment by Gentle Adaboost, and
y = {YihEN show the estimated class in each node.
Then, the model formula of TCRF is written as the fol
lowing conditional distribution P(yIX; 0).

P(yIX; 0) = ~ eXP{LPi(YiIXi; a)
iEN

+L L Pij (Yi,Yj;,I3)} (2)
iEN jEn(i)

where Z is called partition for regularization. 0 =

{a,,I3} is the model parameter of TCRF, and we de
cide them based on the following Maximum A Posteri
ori (MAP) estimation by using all the training images
with ground truth.

where T is the number of the training images, R is the
parameter for preventing over-fitting. 0* is computed
analytically by L-BFGS method [9].

Pi (Yi IXi; a) is the class reliability distribution in
each node based on the output of Gentle Adaboost.
Pij (Yi, Yj; ,13) is the class co-occurrence between the ad
jacent nodes. For the final class estimation, we need to
find the class of each node that maximizes the condi
tional distribution shown in Eq.2.

For the purpose, we use Maximizer of Posterior
Marginal (MPM) estimation.

Hierarchical-segmented
input image Y; = arg y~ax L P(yIX; 0)

Y\Yi

(4)

Figure 3. Graph representation of the im
age by TCRF

Conditional Random Field (CRF) [5] is the graph
ical and discriminative model proposed in the domain
of linguistic processing originally. This is used for es
timating the class of the data with structure based on
the observed feature. When this model is applied to the
hierarchical-segmented image, each segment is repre-

where Y; is the class maximizing the posterior marginal
distribution. Since the graph structure is tree structure,
the global optimal estimation can be done by Belief
Propagation [7].

By decreasing the segmentation error, we regard the
estimation result in the bottom layer as the final estima
tion result. Since this estimation considers all estima
tion results in all layers of the hierarchy and is global
optimal, the proposed method is robust to the scale vari
ance of objects.
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3. Experimental Evaluation

3.1 Overview of Experiment

We used Corel 7 Dataset for experiment. It includes
100 images with 7 classes. Each image is assigned
ground truth at the pixel level. The size of image is
180 x 120 pixels.

Recognition rate was computed as the class aver
age accuracy. We did training and test by leave-one
out method. Also, in hierarchical segmentation, we re
garded the layer whose number of segments is about
200 as the bottom layer. This is called super-pixel rep
resentation.We set the number of layers to 6 layers, the
number of Visual Words to 500 words.

We investigated the change of accuracy with or with
out the proposed method.

3.2 Result and Discussion

Table 1. Recognition Result
----I No Hierarchization (NH) I-p-r-o-p-o-sa---:l-I

Accuracy 1 70.2% 1 72.4% 1

• : Rhino/Hippo
D : Polar bear
o :Water
D :Snow
o :Vegetation

• :Ground

• :Sky

(a) Input (b) Ground (e) NH (d) Proposal
image Truth

Figure 4. Example of recognition result

From Table.l, we can confirm that the proposed
method improves the accuracy by 2.2%.

For discussion, some examples of the recognition re
sult is shown in Fig.4 Compared with the conventional
method (c), especially, the proposed method (d) corrects
the false recognition near the border between different
classes. This is because the proposed method can con
sider multi-scale by constructing TCRF based on hier
archical segmentaion.

4. Conclusion

In this paper, we proposed the new method to rec
ognize generic objects in the CRF framework by incor-

porating the hierarchical structure based on Segmenta
tion by Weight Aggregation. We called this tree struc
tured model Tree Conditional Random Field. Because
of considering multi-scale by hierarchization, the class
estimation became robust to the scale variance. As a re
sult, recognition accuracy is improved by 2.2%. In the
future, we will find more useful context information ex
cept for class co-occurrence and new feature such as 3D
information.
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