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Abstract. One of the most crucial techniques associated with Computer
Vision is technology that deals with the automatic estimation of gaze
orientation. In this paper, a method is proposed to estimate horizontal
gaze orientation from a monocular camera image using the parameters of
Active Appearance Models (AAM) selected based on several model selec-
tion methods. The proposed method can estimate horizontal gaze orien-
tation more precisely than the conventional method (Ishikawa’s method)
because of the following two unique points: simultaneous estimation of
horizontal head pose and gaze orientation, and the most suitable model
formula for regression selected based on each model selection method.
The validity of the proposed method was confirmed by experimental re-
sults.

1 Introduction

The human gaze is thought to be effective for understanding or measuring the
degree of his / her interest or attention because the information from the gaze
is the most vital for humans to understand their environment. Thus, estimating
gaze orientation automatically is expected to be applied not only to robot vision,
artificial intelligence, and human interaction but also to the analysis of image
and video content, and analysis and retrieval based on human percipient models
[1,2].

In order to estimate gaze orientation, two main types of methods have been
proposed. One approach employs a special device (such as an infrared camera) as
proposed by Ohno [3]. This approach can estimate gaze orientation with a high
degree of accuracy. The other approach processes monocular camera images. The
advantage of this approach is that gaze orientation can be estimated inexpen-
sively because only a monocular camera is required. From this view point, we
employ the latter approach in this study.

Many methods have been proposed for estimating gaze orientation from a
monocular image. For instance, Yamazoe proposed the use of the Lukas-Kanade’s
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feature tracking method [4] and 3D-eyeball model[5]. Gaze can be estimated sta-
bly by this method, even if the subject is not included in the training data. How-
ever, the precision is not so accurate because the gaze orientation is estimated
after the head pose estimation.

Ishikawa proposed the use of 3D AAM (Active Appearance Models) to extract
the coordinates of the feature points, and the gaze orientation was estimated by
the 3D eyeball model. The gaze orientation can be computed more precisely than
Yamazoe’s method due to the improvement of head pose estimation error using
this method. However, the positioning error of the feature points causes the gaze
estimation error because gaze orientation is computed using the coordinates of
the feature points relative to the eye [6].

Thus, there were few methods that address the relationship between head
pose and gaze orientation simultaneously. This is the reason why we propose a
method in this paper to estimate them simultaneously using regression-based
AAM parameters.

Moreover, the feature parameters extracted by AAM contain unessential in-
formation for the estimation. To select the essential feature parameters, we em-
ploy the model selection method (e.g. AIC[10], MDL[11], BIC[12]).

The rest of this paper is organized as follows. In Section 2, the method
to estimate horizontal gaze orientation is proposed. Experimental results are
presented in Section 3, followed by concluding remarks in Section 4.

2 Proposed Method

In this section, the method to estimate horizontal gaze orientation is proposed.
Fig. 1 shows a processing flow of the proposed method. First, the facial area
in the test image is detected using AdaBoost based on Haar-like features for
stable AAM performance. Next, the feature parameters are extracted by AAM
on this facial area. Finally, the head pose and the horizontal gaze orientation
are simultaneously estimated using a regression model that is selected based on
AIC (Akaike Information Criterion), MDL (Minimum Description Length), and
BIC (Bayes Information Criterion).

2.1 Facial Area Search

The performance of AAM feature extraction depends on the initial search points.
To make AAM search performance more stable, the facial area in an image is
roughly computed using AdaBoost based on Haar-like features proposed by Viola
[7]. Haar-like features for face detection are based on the difference between the
sums of the pixels within two rectangular regions of the same size and shape
that are adjacent to one another horizontally or vertically.

Since the total number of Haar-like features is far larger than the number
of pixels on the image, simple and efficient classifiers can be constructed by
selecting a small number of important features using AdaBoost from a huge
library of potential features.
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Fig. 1. Processing flow of the proposed method.

Actually, we employed “haarcascase_frontalface’” in OpenCV library for search-
ing facial area.

2.2 Active Appearance Models

Cootes proposed AAM to represent shape and texture variations of an object
with a low dimensional parameter vector c [8]. Vector ¢ can represent various
facial images with arbitrary orientation of face and gaze using the training images
that contain varying faces and gazes.

Since AAM is constructed statistically from training images, some elements
of vector ¢ represent the information related to the variance in face and gaze
orientation. Therefore, this parameter vector c is employed as the feature param-
eter for the estimation of gaze orientation because parameter vector c is thought
to be linearly associated with the displacement of the feature points caused by
changes in head pose and gaze orientation.

In the AAM framework, shape vector s and texture vector g of the face are
represented as shown in Eq. (1) and Eq. (2), respectively. In particular, shape
vector s indicates the coordinates of the feature points, and texture vector g
indicates the gray-level of the image within the shape,

s(c) =5+ P;W_1Q.c (1)

g(c) =g + PgQgc (2)

where § and g are the mean shape and mean texture of training images, respec-
tively. Ps and Py are a set of orthogonal bases of shape and texture variation,
respectively. Qs and Qg are eigen matrices (including the eigenvectors). Wy
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is a diagonal weight matrix for each shape parameter, allowing for the differ-
ence in units between the shape and texture models. ¢ is a vector of parameters
controlling both the shape and gray-levels of the model.

In this paper, AAM is constructed using 43 shape points as shown in Fig. 2.

® @

Fig. 2. 43 feature points for construction of AAM.

On the test image I, the goal of the AAM search is to minimize the error
e(p, ¢) as shown in Eq. (3) with respect to parameter vector ¢ and pose param-
eter vector p.

e(p,c) = || g(c) —L(W(p)) || 3)

where W denotes the Affine warp function, p denotes the pose parameter vector
for Affine warp (translation, scale, rotation), and I(W(p)) indicates the Affine-
transformed image controlled by the pose parameter p on the test image I. g(c)
is given in Eq. (2).

Thus, we can extract the most optimized parameter vector c as feature pa-
rameters from the test image.

2.3 Regression Analysis and Model Selection Method

The head pose and gaze orientation are estimated by regression analysis using
the feature parameters extracted by AAM. In order to estimate horizontal face
orientation ¢, Cootes proposed a face rotation model [9]. In this paper, we pro-
pose a nobel method for simultaneous estimation of horizontal face orientation ¢
and horizontal relative gaze orientation 6 based on the relationship between the
displacement of feature points and rotation angles ¢ or 6 by expanding Cootes’s
method.

In the proposed method, the regression formula to estimate horizontal facial
orientation ¢ and horizontal gaze orientation 6 can be represented by Eq. (4).

y=ap+ Ac (4)

T 2
where y = (¢,0) € R?*! is the vector of the objective variable. 6 is the

3

total orientation of facial orientation ¢ and gaze orientation 6 (0 = ¢ + 0),
which means the horizontal gaze orientation relative to the image plane. ag =

T . . T
(a1707 a270) € R?*! is the constant vector of regression. ¢ = (01 cd) €
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R?*! is the parameter vector (explanatory variable) as given in Eq. (1) and
Eq. (2). A € R?*? is the matrix of the regression coefficients as given in Eq. (5).

= (i) ®
where d is the dimension of parameter vector c.

Some components of parameter vector ¢ are thought to be unessential when
estimating horizontal facial orientation and horizontal gaze orientation because
they sometimes cause over estimation when learning the regression coefficient
matrix A.

To solve this problem and improve the precision of this method, in this paper,
the model selection method is employed to select the most suitable formula. In
Eq. (4), for example, 6 can be represented as in Eq. (6).

d
é = a2, + Z Qg ;C; + 6(07 0'2) (6)
i=1
where estimation error € is assumed to have Gaussian distribution with mean 0
and variance o2. We want to select only the essential components of parameter
vector ¢, but there are many combinations of the components. Therefore, we
make S, denote a set of the components among the following 2¢ — 1 sets.

Sl = {Cl}
Sy = {02}
S = {.01,02}

Sgd_l = {Cl,...,Cd}

Then, the regression formula for Sy given in Eq. (6) can be represented as
follows.

ék =ag0+ Z ag ;C; + 6(0, 0',%) (7)
1ESk

After learning the regression coeflicients using the least squared method
among k = 2¢ — 1, the least scored model is selected as the most suitable model.

Akaike Information Criterion[10] (AIC) is one of model selection methods in
regression analysis, which indicates generalization capability of regression for-
mular using training data.

The maximum log-scaled likelihood 1(O; X) and the degrees of freedom of
the model are evaluated by AIC as shown in Eq. (8).

AICy, = —=2{(O); X) + 2dim(O%) (8)

n

(O X) = —5(1+ log(2mo)) 9)
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where n denotes the number of training images. © denotes the model param-
eters given in Eq. (7), and maximum log-scaled likelihood 1(O); X) is assumed
to be given in Eq. (9). The lower the AIC score, the better the evaluation of
the model. This means that AIC gives an answer with a trade-off between the
complexity of the model and the variance o7 of the fitting error € to the training
image set X as given in Eq. (9).

In a similar way, Minimum Description Length[11] (MDL), and Bayesian
Information Criterion[12] (BIC) are respectively defined as shown in Eq. 10, and
Eq. 11.

| 1
MDL;, = —I(6: X) + w (10)
BICy, = —20(O; X) + dim(O) Inn (11)

Thus, matrix A and vector ag are trained in the above mentioned methods.
Horizontal gaze orientation relative to the image plane can be estimated as shown
in Eq. (12) using the parameter vector ¢ of the test image.

AIC
k = argmin ¢ MDLy (12)
ko BIC,

3 Experiment

To confirm the validity of our method in estimating horizontal gaze orientation,
we conducted the following experiment.

3.1 Experimental Conditions

Since there was no open dataset with variation of face and gaze orientation, we
prepared a dataset by asking each subject to look at each of the markers on a
wall in turn. The markers were placed horizontally on the wall at every 5 degrees.
The variations of head pose and gaze orientation were in the horizontal direction
and ranged from approximately -20 degrees to +20 degrees relative to the front.
The dataset contained 4 subjects, 63 training images and 252 test images with
640 x 480 pixels for each subject, as shown in Table 1.

In this experiment, we used AAM parameters with up to 95% cumulative
contribution ratio. In fact, the number of dimensions were about 10-20.

AAM construction and regression analysis were performed for each subject.
The proposed method was evaluated by comparing it with the method proposed
by Ishikawa et al (a conventional method). The horizontal gaze orientation esti-
mation method was evaluated by means of absolute error degree (MAE).

Moreover, we conducted this experiment with the purpose of showing the
validity and the contribution of the two unique points of the proposed method.
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Table 1. Overview of our dataset for each subject (“Training” means the number of
training images, and “Test” means the number of test images.)

Face [deg] Gaze [deg] Training|Test
0(Frontal)|+ 20, + 15, + 10, = 5, 0 9 36
5 +20, +15, £ 10, £ 5, 0 7 28

5 20, -15, £ 10, £ 5, 0 7|28
+10 +20, +15, £ 10, £ 5,0 7 28
-10 -20, -15, £ 10, £ 5,0 7 28
T15 | -20,-15, £ 10, £ 5,0 7|28
-15 -20, -15, £ 10, £ 5,0 7 28
+20 -20, -15, -10, £ 5, 0 6 24
-20 -20, -15, -10, £ 5, 0 6 24

In total 63 252

At first, we compared the proposed method with the Ishikawa et al.’s method.
In our method, we didn’t use any model selection methods. On the other hand,
we gave true coordinates of AAM shape points in Ishikawa’s method because it
required a lot of time for us to implement 3D AAM. Through this comparison,
the validity of our method can be confirmed.

Next, we compared the difference between simultaneous method and sequen-
tial method. In Sequential; the angle 6 of the gaze in relation to the face is
described in Eq. (4). After regression analysis, total horizontal gaze orientation
6 is computed as ¢+ 6. Through this comparison, the validity of “simultaneous”
estimation can be confirmed.

Finally, we compared AIC with other methods of model selection. MDL (Min-
imum Description Length) [11] and BIC (Bayesian Information Criterion) [12]
are well-known methods for selecting the model in recent years. Thus, the va-
lidity of “model selection by AIC” can be confirmed by comparing it with MDL
and BIC.

3.2 Results

Fig. 3 shows the experimental results. We can confirm the validity of §imultaneous
method. The graph shows the average estimation error [deg]. Though the dif-
ference among these methods seems small, a significant difference is confirmed
with significance level of 95%.

This graph shows that our approach contributes the improvement of the
gaze estimation error from 4.2 [deg] to 2.7 [deg]. I think there is no critical
difference among three model selection methods. But it is important to reduce
the dimension of the feature vector using model selection method.

Next, We analyzed the performance of our approach (e.g. AIC) in each face
direction. Fig. 4, Fig. 5, Fig. 6, and Fig. 7 respectively show that the mean
estimation error in each face angle and each subject. From these graph, we can
confirm the face angle robustness of the proposed method.
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Fig. 3. Experimental results (Mean estimation error).
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Fig. 6. Experimental results (estimation error) of subject No. 3 in each face angle
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From these experimental results, the validity of the proposed method to esti-
mate horizontal gaze orientation from monocular images was confirmed. Also, it
was confirmed that the model selection by AIC contributes the most to reducing
the degree of error.

4 Conclusion

In this paper, the nobel method was proposed in which horizontal gaze orien-
tation is estimated by using model selection method to select the necessary pa-
rameters from to the AAM parameters and then carrying out regression analysis
on those paramters. This method contributes to the improvement of horizontal
gaze estimation error from 4.2 [deg] to 2.7 [deg].

In near future research, we will address the problem of AAM adaptation to
an unseen subject for a wide range of gaze estimation applications.
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