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Abstract

For a hands-free speech interface, it is important to detect com-
mands in spontaneous utterances. Usual voice activity detec-
tion systems can only distinguish speech frames from non-
speech frames, but they cannot discriminate whether the de-
tected speech section is a command for a system or not. In
this paper, in order to analyze the difference between system re-
quests and spontaneous utterances, we focus on fluctuations in
a long period, such as prosodic articulation, and fluctuations
in a short period, such as phoneme articulation. The use of
multi-resolution analysis using Gabor wavelet on a Log-scale
Mel-frequency Filter-bank clarifies the different characteristics
of system commands and spontaneous utterances. Experiments
using our robot dialog corpus show that the accuracy of the pro-
posed method is 92.6% in F-measure, while the conventional
power and prosody-based method is just 66.7%.

Index Terms: dialog system, voice activity detection, system
request detection

1. Introduction

Recently, speech interfaces are usually applied to devices that
users cannot operate by hands, such as car navigation systems
and robots. These systems usually utilize a voice detection sys-
tem in order to discriminate human speech from background
noises, e.g. [1, 2, 3, 4, 5]. However, it may be difficult for these
interfaces to discriminate system requests - utterances that users
speak to the system - from human-human conversations. There-
fore, a current speech interfaces for car navigation systems re-
quire a physical button that needs to be pushed in order to switch
the microphone input on and off. If there is no such button, all
conversations are recognized as commands for the system. The
need to push a button, however, eliminates the merit of so-called
hands-free speech interfaces since users still need to operate the
system, to some extent, by hand.

Speech Spotter [6] is one solution to the problem. How-
ever, Speech Spotter requires users to consciously change their
speaking style. Related to this issue, research has been carried
out on ways of discriminating system requests from human-
human conversations using acoustic and prosodic features cal-
culated from each utterance [7]. There are also discrimination
techniques using speech recognition-based linguistic features.
Keyword or key-phrase spotting-based methods [8, 9] have also
been proposed. However, when utilizing the keyword spotting-
based method, it is difficult to distinguish system requests from
explanations about how to use the system - utterances made by
users when explaining the system to another person. It becomes
a problem when both types of utterances contain the same “key-
words”. For example, the request speech is “Come here”, and
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Figure 1: Two-person-and-one-system dialog

the explanation speech is “If you say that come here, the robot
will come here.”” In addition, there are various costs involved
with constructing a network grammar to accept flexible expres-
sions.

2. Recording Conditions and Details of
Corpus

In our previous work [10], we proposed an acoustic-based fea-
ture for discriminating commands from human-human conver-
sations, where the head and the tail of an utterance are consid-
ered. However, as only simple power and pitch features were
used as acoustic features, the performance was not adequate. In
this paper, in order to analyze the difference between system re-
quests and spontaneous utterances, we focus on fluctuations in
a long period, such as prosodic articulation, and fluctuations in
a short period, such as phoneme articulation.

Gabor features have variable time and frequency resolution
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Figure 2: Photo of mobile robot
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Table 1: Function list of the mobile robot

Sound source direction
presumption based on CSP

Move toward/backward sound source

Functions Obstacle avoidance

Put down a bottle with the gripper

Take a face picture

“Kotchi ni kite.”
(Come here.)

“Mukou e itte.”
(Go to the other side.)

“Shashin wo totte.”
(Take my picture.)

Command examples

“Watashi ni tsuite kite.”
(Come with me.)

“Bottle wo oite.”
(Put down the bottle.)

Table 2: The number of utterances and system requests

Total utterances
1,024

System requests
110

Table 3: Prosodic features used in a baseline

Ave.
Ave.

S.D.
S.D.

Max.
Max.

Max. — Min.
Max. — Min.

Power
Pitch

Ave.: Average
S.D.: Standard deviation

and have been used as speech features in speech recognition
systems [11, 12, 13]. In this paper, we describe an advanced
method of discrimination using only acoustic features based on
multi-resolution analysis using Gabor wavelet on a Log-scale
Mel-frequency Filter-bank. The detailed acoustic and prosodic
analysis improve the system request detection accuracy signifi-
cantly.

The corpus for evaluation was recorded under these con-
ditions: two people (speakers) and a system are located in the
same place, as shown in Figure 1. The two people talk to each
other and sometimes make requests to the system. This situa-
tion is quite common: for example, two people talking in a car
and also operating a speech-activated car navigation. In this pa-
per, we used a mobile robot as the system, because recording in
a real car causes noise problems. Our task was to detect system
requests from among various spontaneous human utterances.

A photo of the robot is shown in Figure 2. It is equipped
with two microphones (different from recording microphones),
two omni cameras (upper view and lower view), a laptop com-
puter to control the system, a gripper to hold and put a bottle
down, wheels and motors (advancement, retreat, rotation). The
functions of the robot are summarized in Table 1. In general,
the robot is operated by speaking commands a few meters away
from it.

The recording microphones were attached to the chest of
each speaker. Three 30-minute recording sessions were held,
where utterances were recognized using an automatic speech
recognition system, and the mobile robot was also working. The
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Figure 4: Gabor mother wavelet

total number of speakers was two. We did not show them the
list of commands that the robot can accept. One reason we did
it this way is to increase the variation of system request com-
mands. The other reason is that we are going to develop speech
interfaces that accept not only specific commands but also vari-
ous expressions. Therefore, the speakers could give commands
that might be acceptable to the robot. We labeled those utter-
ances as system requests manually.

Table 2 shows the results of cutting out utterances from the
record using power and zero-crossing. The experiments in this
paper are performed using 10-fold cross-validation.

3. Previous Feature Extraction Method

In previous research, it was found that the difference between
commands and human-human conversations appears in the
power and the pitch of the utterance [7]. Therefore, we detected
utterance sections using power and zero-crossing, and then cal-
culated the 8 dimensional features shown in Table 3 for each
utterance as the baseline. The power was computed by Root
Mean Square (RMS). The pitch was calculated by LPC residual
correlation.

4. Multi-Resolution Features

The prosodic features described in Section 3 are obtained from
raw waveforms. However, it is difficult to say that these fea-
tures are clearly focusing on speech components. In order to
extract the difference between commands and human-human
conversations more precisely, we propose a multi-resolution
analysis using Gabor wavelet transform based on a Log-scale
Mel-frequency Filter-bank (FBANK). In our method, a one-
dimensional wavelet transform is applied to the FBANK feature
in order to analyze the utterance-based acoustic fluctuation.
Figure 3 shows the flow of our feature extraction. For each
dimension of FBANK features, we perform a multi-resolution
one-dimensional Gabor wavelet transform. The equation for the
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Figure 5: Flowchart of calculating multi-resolution features
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Figure 6: System overview

Gabor mother wavelet used in this paper is shown in below:

1 t2 ,
ewp(—;)ewp(ﬂﬂft)

(t) = (1)

2o
and the waveform is shown in Figure 4. The red line shows
the real part of Gabor wavelet, and the blue line shows the
imaginary part. As the imaginary part is an odd function, the
transform works like differential calculus. In this paper, the real
part and the imaginary part are used independently as multi-
resolution features.

In order to deal with fluctuation of each FBANK dimension
in various length windows, the o Gaussian window length is
changed for the 8 levels from 512 to 45 [ms] scaled by 1/v/2,
and the 1/ f period is also changed for the 8 levels from 1,024
to 90 [ms] by 1/v/2. A sample transform result is shown in
Figure 5 (imaginary part). The coefficients for the real part and
imaginary part are independently summed up for all ¢ in each
dimension, and those are used as multi-resolution features in
this paper.

5. Experiments

The overview of our system request detection system is shown
in Figure 6. The experiments are performed for each base-
line and proposed feature in order to compare the accuracy of
the features. The baseline features are obtained from the input
waveform using the method described in Section 3. The 24-
dimension FBANK features and the energy are obtained from
the “Acoustic features calculator”. Since the total number of
acoustic feature (FBANK) dimensions is 25, the total number
of dimensions of multi-resolution features is 200 (25 x 8 lev-
els). The features obtained from each utterance are classified by
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Table 4: Experiment results of 10-fold cross-validation for sys-
tem request discrimination

Precision | Recall | F-measure
Baseline 0.584 0.806 0.667
Filter-bank 0.719 0.909 0.803
Filter-bank + Delta 0.864 0.882 0.874
Filter-bank + Delta
(Multi-Resolution) 0.909 0.909 0.909
Gabor Wavelet Re. 0.906 0.873 0.889
Gabor Wavelet Img. 0.933 0.891 0.912
Gabor Wavelet
Re. + Img. 0.943 0.909 0.926

Support Vector Machines. We used SV M'*9"* for the Support
Vector Machine with the RBF (Gaussian) kernel.

Table 4 and Figure 7 show the experiment results of 10-fold
cross-validation for the corpus as shown in Table 2. The exper-
iment results show the cases in which the F-measure - the har-
monic average of precision and recall obtained from the equa-
tion as below - became the maximum value.

2 x Precision X Recall
Precision + Recall

F = @
As shown in Figure 7, while the accuracy of conventional
prosodic features (baseline) is 66.7 in F-measure, the acous-
tic features on the Log-scale Mel-frequency Filter-bank (25-
dimension FBANK) are 80.3. The accuracy of the acoustic fea-
tures itself is quite high; however, performing multi-resolution
Gabor wavelet analysis (Gabor) improves the accuracy to 92.6
without any features combination.

In Figure 7, we compare the result to our previous work
[10]. In [10], we focus on the different characteristics of com-
mands and human-human conversations which usually appear
on the head and the tail of the utterance, and the prosody fea-
tures are calculated from three sections (the head, tail, and
middle sections of the utterance). Also, our previous paper
has described that considering the alternation of speakers using
two channel microphones (turn-taking parameters) improved
the performance. As shown in Figure 7, compared with the
result of our previous work [10], our new method improves the
accuracy from 85.1 to 92.6.

In Figure 7, we also compare the results for static FBANK
features to delta FBANK features and multi-resolution delta
performance. The delta FBANK uses 43 frames. The multi-
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Figure 7: Results of utterance verification

resolution window length delta is set to £+ 3, 4, 6, 8, 12, 16,
23, and 32 frames, where the window length increases from
2 by a factor of v/2, and these conditions are the same (in-
creasing scale and the 8 levels) as those of the Gabor analysis.
The multi-resolution delta provides better performance for the
FBANK features.

We also show the results obtained using only the real part
(Gabor Re.) or imaginary part (Gabor Img.) of multi-resolution
features. These results show that considering only the imagi-
nary part is better than using only the real part, and it suggests
that the fluctuation of FBANK features plays an important role
in the detection of system requests.

6. Conclusions

In this paper, we describe a multi-resolution-based feature for
detecting system requests in an environment that also contains
human conversation. To discriminate commands from human-
human conversations more efficiently than when using conven-
tional acoustic and prosodic features, it is necessary to consider
the variable time and frequency resolution of an utterance.

Using Log-scale Mel-frequency Filter-bank (FBANK) fea-
tures improves the performance. Because FBANK features are
adjusted to capture speech components precisely, the power of
utterances calculated from each frequency band extracts ex-
tracting speech components more accurately. Also, analyzing
FBANK features with multi-resolution Gabor wavelet trans-
form improves the performance even more, where we focus on
fluctuations in a long period, such as prosodic articulation, and
fluctuations in a short period, such as phoneme articulation in
order to analyze the different characteristics of commands and
human-human conversations.

Future work will include evaluation under conditions in
which the system accepts many kinds of commands under
noisy conditions. The improvement of detecting utterance
sections and combining linguistic features or other features
(e.g. [14, 15, 16]) are also themes that will need to be re-
searched.
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