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Abstract

For a mobile robot to serve people in actual environ-
ments, such as a living room or a party room, it must
be easy to control because some users might not even
be capable of operating a computer keyboard. For non-
expert users, speech recognition is one of the most effec-
tive communication tools when it comes to a hands-free
(human-robot) interface. This paper describes a new mo-
bile robot with hands-free speech recognition. For a hands-
free speech interface, it is important to detect commands for
a robot in spontaneous utterances. Our system can under-
stand whether user’s utterances are commands for the robot
or not, where commands are discriminated from human-
human conversations by acoustic features. Then the robot
can move according to the user’s voice (command). In or-
der to capture the user’s voice only, a robust voice detection
system with AdaBoost is also described.

1 Introduction

Robots are now being designed to become a part of the
lives of ordinary people in social and home environments,
such as a service robot at the office, or a robot serving peo-
ple at a party [1][2]. One of the key issues for practical
use is the development of technologies that allow for user-
friendly interfaces. This is because many robots that will
be designed to serve people in living rooms or party rooms
will be operated by non-expert users, who might not even be

capable of operating a computer keyboard. Much research
has also been done on the issues of human-robot interaction.
For example, in [3], the gesture interface has been described
for the control of a mobile robot, where a camera is used to
track a person, and gestures involving arm motions are rec-
ognized and used in operating the mobile robot.

Speech recognition is one of our most effective commu-
nication tools when it comes to a hands-free (human-robot)
interface. Most current speech recognition systems are ca-
pable of achieving good performance in clean acoustic en-
vironments. However, these systems require the user to
turn the microphone on/off to capture voices only. Also, in
hands-free environments, degradation in speech recognition
performance increases significantly because the speech sig-
nal may be corrupted by a wide variety of sources, includ-
ing background noise and reverberation. In order to achieve
highly effective speech recognition, in [4], a spoken dialog
interface of a mobile robot was introduced, where a micro-
phone array system is used.

In actual noisy environments, a robust voice detection al-
gorithm plays an especially important role in speech recog-
nition, and so on because there is a wide variety of sound
sources in our daily life, and because the mobile robot is
requested to extract only the object signal from all kinds
of sounds, including background noise. Most conventional
systems use an energy- and zero-crossing-based voice de-
tection system [5]. However, the noise-power-based method
causes degradation of the detection performance in actual
noisy environments.

Also, for a hands-free speech interface, it is important to
detect commands in spontaneous utterances. Most current
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Figure 1. Scenario of mobile picture-taking
robot.

speech recognition systems are not capable of discriminat-
ing system requests - utterances that users talk to a system -
from human-human conversations. Therefore, a sppech in-
terface today requires a physical button which on and off the
microphone input. If there is no button for a speech inter-
face, all conversations are recognized as commands for the
system. The button spoils the merit of speech interfaces that
users do not need to operate by the hand. Concerning this is-
sue, there are researches on discriminating system requests
from human-human conversation by acoustic features cal-
culated from each utterance [6]. And also, there are dis-
crimination techniques using linguistic features. Keyword
or key-phrase spotting based methods [7, 8] have been pro-
posed. However, using keyword spotting based method, it
is difficult to distinguish system requests from explanations
of system usage. It becomes a problem when both utter-
ances contain a same “keywords.” For example, the request
speech is “come here” and the explanation speech is “if you
say come here, the robot will come here.” In addition, it
costs to construct a network grammar to accept flexible ex-
pressions.

In this paper, an advanced method of discrimination us-
ing only acoustic features is described. The difference of
system requests and spontaneous utterances usually appears
on the head and the tail of the utterance [9]. By separating
the utterance section and calculating acoustic features from
each section, the accuracy of discrimination was improved.
In adition, a robust voice/non-voice detection algorithm us-
ing AdaBoost, which can achieve extremely high detection
rates in noisy environments, is described in this paper [10].

Also, the user’s direction estimation by CSP
(Crosspower-Spectrum Phase) is implemented on the
mobile robot. That enables the mobile robot to serve
the user who calls to it from among other people. The

Two microphones

Omni-directional camera

Figure 2. Picture of mobile robot built in this
work.

two-channel noise reduction method is also implemented
in order to improve the speech recognition performance.
Using the user’s direction estimated by the CSP method,
the robot can move freely from its position to the user’s
position. After the mobile robot moves to the target
position, it detects the user’s face using the OpenCV library
and takes the picture, which is integrated into the mobile
robot’s operating program.

2 Mobile Picture-Taking Robot

Figure 1 shows a scenario of the multi-modal robot that
can take the user’s picture (mobile picture-taking robot),
and Figure 2 shows a picture of the mobile robot built in
this work. The mobile robot can move intelligently in the
user’s direction by listening to the user’s voice, and rec-
ognize what the user asks it. As shown in Figure 3, the
robust speech recognition system on the mobile robot is
composed of four steps. The first step is voice detection
with AdaBoost, where the system identifies whether the ob-
served signal is a voice or not. When the signal is a voice,
the system performs the second step. The second step is
system request detection, where utterances (commands) for
a robot only are extracted based on SVM. The third step
is estimation of the sound source direction using the CSP
(Crosspower-Spectrum Phase) method, where two micro-
phones are used. The fourth step is the signal enhance-
ment for the estimated direction using two-channel SS (two-
channel Spectral Subtraction), after which the system car-
ries out speech recognition, and controls the robot accord-
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Figure 3. System overview of mobile robot.

ing to the speech recognition results. In these experiments,
the total number of robot actions is set at 18. For example,
the user can say “Tomatte. (Stop.),” “Kocchi ni kite. (Come
here.),” “Shashin wo totte. (Take a picture.),” “Muko wo
muite. (Look over there.),” and so on.

3 Hands-Free Speech Recognition

Speech recognition is one of our most effective commu-
nication tools when it comes to a hands-free (human-robot)
interface. In the new mobile robot, the robust speech recog-
nition system is composed of four steps (see Figure 3). We
describe each step in the following subsection.

3.1 Voice Detection with AdaBoost

In hands-free environments, a speech detection algo-
rithm plays an especially important role in noise reduction
or speech recognition, because the user is not able to push
a button for recording. In this subsection, a speech/non-
speech detection algorithm using AdaBoost, which can
achieve extremely high detection rates, is described.

Figure 4 shows the overview of the voice detection sys-
tem based on AdaBoost. The AdaBoost algorithm [11] uses
a set of training data,{(X(1), Y (1)), . . . , (X(N), Y (N))},
whereX(n) is then-th feature vector of the observed signal
andY is a set of possible labels. For the speech detection,
we consider just two possible labels,Y = {-1, 1}, where the
label, 1, means voice, and the label, -1, means noise. Next,
the initial weight for then-th training data is set to

w1(n) =





1
2m , Y (n) = 1 (voice)

1
2l , Y (n) = −1 (noise)

wherem is the total voice frame number andn is the total
noise frame number.

As shown in Figure 4, the weak learner generates a hy-
pothesisht: X → {-1, 1} that has a small error. In this
paper, single-level decision trees (also known as decision

stamps) are used as the base classifiers. After training the
weak learner ont-th iteration, the error ofht is calculated
by

et =
∑

n:ht(X(n)) 6=Y (n)

wt(n) (1)

Next, AdaBoost sets a parameterαt. Intuitively, αt mea-
sures the importance that is assigned toht. Then the weight
wt is updated.

wt+1(n) =
wt(n) exp{−αt · Y (n) · ht(X(n))}∑N

n=1 wt(n) exp{−αt · Y (n) · ht(X(n))}
(2)

The equation (2) leads to the increase of the weight for the
data misclassified byht. Therefore, the weight tends to
concentrate on “hard” data. AfterT -th iteration, the final
hypothesis,H(X), combines the outputs of theT weak hy-
potheses using a weighted majority vote.

In hands-free speech recognition, speech signals may be
severely corrupted by noise because the user speaks far from
the microphone. In such situations, the speech signal cap-
tured by the microphone will have a low SNR (signal-to-
noise ratio) which leads to “hard” data. As the AdaBoost
trains the weight, focusing on “hard” data, we can expect
that it will achieve extremely high detection rates in low
SNR situations. For example, in [10], the proposed method
has been evaluated on car environments, and the experimen-
tal results show an improved voice detection rate, compared
to that of conventional detectors based on the GMM (Gaus-
sian Mixture Model) in a car moving at highway speed (the
SNR of 2 dB).

3.2 Utterance Verification in Spontaneous
Speeches Using Acoustic Features

We describe the system request detection based on SVM
using acoustic features. The proposed method is able to de-
tect system requests reasonably with acoustic features, be-
cause it does not need to reconstruct the discriminator when
the system requests are added or changed.



(2) Calculate the error,    , of     .

Output the final hypothesis:
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
= ∑

=

T

t
tt XhsignXH

1
)()( α

Feature Extraction
Based on the Discrete 

Fourier Trans.

Signal Detection
with AdaBoost

(noise)

(noise)

(speech)

Initialize the weight vector: .,,1),(1 Nnnw K=
For t = 1, … , T

(1) Train weak learner which generates a hypothesis    .

th
th

(3) Set                                              .[ ]ttt ee /)1(log2/1 −⋅=α

(4) Update the weight: .,,1),(1 Nnnwt K=+

te

))(),(( nYnXTraining data:

.,,1),( NnnX K=
(n: frame number)

Voice1)( →=nY
Noise1)( →−=nY

Figure 4. Voice detection with AdaBoost.

Even if we speak unconsciously, there are acoustic dif-
ferences between utterances to equipments and those to hu-
mans under the condition the subject equipment is machine-
like [6]. In our work, we focus on the different character-
istics of commands and human-human conversations which
usually appear on the head and the tail of the utterance.

The start point and the end point of the utterance are in-
distinct in chatters while there are no sounds before and af-
ter the utterance in commands. There are mainly two rea-
sons that make the start and the end point unclear. One rea-
son is there are usually fillers and falters in chatters while
there are short pauses on the head and the tail of utterances
in commands. We usually put a short pause before a com-
mand to clarify and keep quiet until the system responds
something. The other reason is the following person often
begins to talk while the current person does not finish talk-
ing yet. In this section, we deal with the former case. To
put the former phenomenon to practical use, we calculate
acoustic parameters not from the whole utterance section
but from each three sections below.

To extract the head and the tail of the utterance, the
power and zero-crossing are used in this paper. Figure 5
is the wave form of a command utterance, and Figure 6 is
that of a spontaneous utterance (chat). The head and tail
of the utterance are indistinct in chatters while there are no
sounds before and after the utterance in commands as de-

Figure 5. A sample of system request.

Figure 6. A sample of spontaneous utterance
(chat).

scribed above. Therefore, as the head and tail of the utter-
ance contain useful information written above, we do not
join these margins to the detected utterance section, but cal-
culate acoustic parameters (Table 1) also from each margin
separately.

Calculated acoustic parameters are 8 dimensions shown
in Table 1, but we calculate them from three sections de-
scribed above. Thus, the acoustic features are 24 dimen-
sions. The power is computed by Root Mean Square
(RMS). The pitch is calculated by LPC residual correlation.

Table 1. Acoustic parameters.
Power Ave. S.D. Max. Max. - Min.
Pitch Ave. S.D. Max. Max. - Min.

3.3 Estimation of User’s Direction with
CSP

The mobile robot is requested to detect a person who
calls to it from among a group of persons. This subsec-
tion describes the estimation of the user’s direction from
the user’s voice. As the mobile robot may require a small
computation resource due to its limitations in computing ca-
pability, the CSP (Crosspower-Spectrum Phase)-based tech-
nique [12] has been implemented on the mobile robot for a
real-time location system.

The crosspower-spectum is computed through the short-
term Fourier transform applied to windowed segments of
the signalxi[t] received by thei-th microphone at timet:
CS(n; ω) = Xi(n; ω) X∗

j (n; ω), where∗ denotes the com-
plex conjugate,n is the frame number, andω is the spec-



tral frequency. Then the normalized crosspower-spectrum
is computed by

φ(n; ω) =
Xi(n; ω)X∗

j (n; ω)
|Xi(n;ω)||Xj(n;ω)| (3)

that preserves only information about phase differences be-
tweenxi andxj . Finally, the inverse Fourier transform is
computed to obtain the time lag (delay) corresponding to
the source direction.

C(n; l) = F−1φ(n; ω) (4)

Given the above representation, the source direction can be
derived. If the sound source is non-moving,C(n; l) should
consist of a dominant straight line at the theoretical delay.
In this paper, the source direction has been estimated av-
eraging angles corresponding to these delays. Therefore, a
lag is given as follows:

l̂ = argmax
l

{∑N
n=1 C(n; l)

}
(5)

3.4 Signal Enhancement with Two-
Channel SS

In actual environments, such as a living room or a party
room, degradation in speech recognition performance in-
creases significantly because the speech signal from the tar-
get speaker (user) may be corrupted by a wide variety of
sources, including background noise. In order to improve
the performance, the mobile robot must have the noise re-
duction capability. In this paper, the signal enhancement
with two-channel SS [13][14] is used for the mobile robot.

The main beamformer forms a directivity pattern fo-
cused on the target direction and the sub-beamformer forms
a directional null on the target. The output of the sub-
beamformer is assumed to be the noise power and it is
subtracted from the output of the main beamformer in the
power-spectral domain [14]. The subtraction weight is esti-
mated using an LMS algorithm so as to minimize the output
when the target sound is absent.

4 Experiments

In this paper, two experiments were performed to evalu-
ate our system. First, the hands-free speech recognition was
evaluated on all command utterances. Second, the utterance
verification (system request detection) was evaluated, where
two people talk each other and sometimes make request to
the system.

Table 2. Recognition rates for user’s request.
Single mic. Proposed method

stable 93.05 93.76
moving 86.81 89.93

4.1 Evaluation of Hands-Free Speech
Recognition

Experiments were performed to test the hands-free
speech recognition system on the mobile robot in a large
meeting room, where all utterances are commands for
the mobile robot. For speech recognition, we used the
grammar-based engine Julian [15]. The dictionary contains
about 40 words. The total number of the robot actions is set
at 18. The grammar used in these experiments can generate
about 60 kinds of sentences.

Six males are used as the testing speakers, and the total
number of utterances is 417. In these experiments, we con-
sidered both a moving robot and non-moving (stable) robot.
The SNR of the moving and non-moving robot is about 15
dB and 20 dB on average, respectively.

The table 2 shows the recognition rates for user ut-
terance. Compared with that of the single microphone,
our methods improve the recognition rate from 86.81% to
89.93% for the moving robot. When the mobile robot is not
moving, there is essentially no difference between the sin-
gle microphone and our methods. This is because the SNR
for the non-moving robot was high.

Basically, as the SNR was relatively high in the meeting
room that was used for the experiment, there was also es-
sentially no difference in the voice detection performance
between the conventional method and the AdaBoost-based
method. But, in [10], the experimental results clarify the
effectiveness of the AdaBoost-based method in a low SNR
environment. Therefore, we will research our methods im-
plemented on the mobile robot in noisy real environments,
such as a party room.

After the mobile robot moves to the target position, us-
ing the user’s direction estimated by the CSP method, it de-
tects the user’s face using the OpenCV library and takes a
picture, which is then integrated into the mobile robot oper-
ating program. These processes worked well in the meeting
room that was used for these experiments.

4.2 Evaluation of System Request Detec-
tion

Experiments were performed to test the utterance verifi-
cation using the proposed parameters. The corpus for eval-
uation is recorded under the situation where two people and



a system in a same place. Two people talk each other and
sometimes make request to the system (mobile robot).

The length of the recording time is 30 minutes. We did
not show them the list of commands that the robot can ac-
cept. One reason is to increase the variation of system re-
quest commands. The other reason is that we are going
to develop a speech interfaces which accept not only spec-
ified commands but also various expressions. Therefore,
they could speak commands that might be acceptable to the
robot. We labeled those utterances as system requests man-
ually. Table 3 shows the result of cutting out utterances.

Table 3. The numbers of utterances and sys-
tem requests.

Total utterance System request
330 49

We used SVM with RBF (Gaussian) kernel. Table 4
shows the results of utterance verification evaluated by
leave-one-out cross-validation. The results are the cases
F-measure became the maximum values. The F-measure
became 0.86 where acoustic parameters (24 dim.) are cal-
culated from proposed three utterance sections, while that
was 0.66 where the feature values (8 dim.) are calculated
from a whole utterance.

Table 4. Result of Utterance verification.
Precision Recall F-measure

Acoustic (8 dim.) 0.71 0.61 0.66
Acoustic (24 dim.) 0.80 0.92 0.86

5 Conclusion

To facilitate natural interaction for a mobile robot, a
hands-free speech recognition system with a new utterance
and system request detection was employed in this paper.
To discriminate commands from human-human conversa-
tions by acoustic features, it is efficient to consider the head
and tail of an utterance. The different characteristics of sys-
tem requests and spontaneous utterances appear on these
parts of an utterance. Separating the head and the tail of an
utterance, the accuracy of discrimination was improved.

Future work includes evaluation under the situation
where the system accept many kinds of commands and en-
large the amount of corpus. The improvement of detecting
utterance sections and the consideration of new kinds of fea-
tures are also the assignments. We believe that our interface
is applicable to a much larger range of up-and-coming ser-
vice robots.
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