NetTv: Cross-Platform Video Retrieval and QA System with Speech Interface
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Abstract The objective of this research is to constructdee searching mechanism and speech interfacescomditimedia cross-
platform, namely TV and Internet, which requires ttapability to deal with dynamic contents. CurriietTv enables users to
search both recorded TV contents and news on thenkt by simply speaking keywords as a query; iéine videos related to the
keyword spoken are retrieved. Also, the systemides/a simple keyword based QA system to answéougquestions that may
occur to users whilst watching retrieved videostHis way, NetTv improves the usability of videcasghing and viewing in a

hands free way.

Index Terms: Speech Interface, Video indexing and retrieva, &ystem

1. Introduction

Recently, information technology has become increggi
advanced and its dramatic improvements have opaneslv
world of information to us. Internet technology,ckuas
Web2.0, BB, digital television (DTV) is one such exden
which enables our access to more information, hotlerms
of volume and content.

In spite of the advances in information and broaticg
technology, due to the rate of information growtkers are
having difficulty in finding the information thahey are really
interested in, especially in terms of video cordeRtom such
a vast amount of video information with almost m@ged
contents descriptions, it takes a huge amount roé tand
effort to filter this information to find the spéici video
contents which a user really wants to watch.

When it comes to the interface of interaction betwe
humans and machines, using a mouse, keyboard ateem
control has not changed for decades. Even thouglectp
interface maybe the candidate for next generatiterface, it
has a difficulty of adapting to environments where
information changes frequently. Besides, the wagonkssing
information through different resources on diffdrphatforms,
which are WWW and TV in this case, is not very naitu
since the concept of DTV technology has become raock
more WWW like. Moreover, whenever users wish toaobt
extra information while watching internet videogamd TV,
users are forced to carry out search on the intémnéyping a
query and clicking on links to find the answer.

In this project, we introduce the concept of cormgnTV
and Internet on the same platform and accessirgpwvid co-
relating information under a hands free environm@éfg built
a NetTv system to improve user accessibility ardusability
of video based information and its contents infdrara by
taking the following aspects into account:

. WWW and TV are considered as one multimedia
space since both contain video streaming and Hata.
merely differs by transmitted sources.

. Manual keyword tagging of video is not rich enough
to express video contents. NetTv explores automated
video indexing to provide a richer description.

. NetTv generates a speech dictionary automatically
and introduces dictionary switching. This method is
more suitable to perform speech recognition on
dynamic domains.

. Answering various questions users may occur while
watching video retrieved.
In this paper, we introduce the architecture ofTNeand
we focus on developing speech interface on dynarmitd.

2. PreviousWork

There are large fields of research on improving the
effectiveness of searching on the internet frongenadexing
using surrounded text on image [1, 2, 3] to usefilprg and
query expansions to analyse a user's needs [, l@comes
difficult to have proper information mining whendbmes to
multimodal data like video contents since it comsaia
combination of rich uni-modal data, namely the szmpes of
images and audio. In fact, major search engines Gkogle
[1] and YouTube [6] are relying on manual tag otawata by
users when videos are uploaded. They do not evee ha
automated collection of video. Nevertheless, thithod is
very time consuming and requires a significant amhoof
labour as the number of uploaded videos increases.

Speech interface is considered to be one of thailpop
methods for next generation user interface, foeétse of use
as it offers a hands-free environment. A lot ofessh has
been done on speech recognition [7, 8, 9]. Howetres,
current approach lacks the flexibility of adaptitegdynamic
worlds like WWW and DTV. Typical systems with spkec
interface are usually conducted under predefinadaiios [7,
8]. Even though there is research on constructingrge
vocabulary dictionary using the web [9], collecting
information and maintaining the dictionary is tin@nd
resource consuming. Besides, this method has a tfide
terms of its recognition rate and there is a dahbt such a
large vocabulary is required on practical speechgnmition.

3. NetTv Overview

NetTv is a video and video related information iestal
system with speech interface. It aims to visualts®
platforms, namely WWW and TV, as the same multimedi
space to aid users for more effective way of seagchnd
viewing of multimedia data in video form. The maginrpose
of the system is to automate indexing of any fornvideos
on TV or internet by utilizing internet power agithcontents
information source and developing speech interface.
Henceforth, the term 'video clip' is used in théper to refer
to any media containing sequences of images asngovi



objects, including TV programs,
videos etc.
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Figure 1 NetTv Overview

NetTv system can be broken into four major comptsen
according to the nature of information control,dmhation
Collection (IC), Data Management (DM), Information
Retrieval (IR) and Module (MO) which shares three
components. The architecture of NetTv is shownigufel.

The Information Collection component is responsiioleall
information gathering from WWW and/or TV broadcakte
term "collected data" refers to any form of dathemed in IC
henceforth. Subsequently, the Database
component, manages collected data in IC. Informatkon
Retrieval component deals with bridging mechanistwéen
users request and DB, so that users could retriavieus
types of information. Module is a pluggable compune
which defines behaviours of the system in domaipeddent
matters. It defines rules of system to behave itiquaar way
by manipulating IC, DM and IR components.

The detailed implementation of the IC, DB, IR and M@ a
explained in next sections.

4. NetTv Architecture

4.1. Information Collection

Collecting information is one of the major roles NétTv.
The Information Collection component accounts
collecting video clips and information from web pag
especially associated text information for acquivetbo clips.

The Information Collection component is responsibleall
information gathering from WWW and/or TV broadcasich
as video clips, its associated text and any formteot
information to support user's search on multimedita throw
NetTv.

Web Agent is literally an agent to collect web pa@gem
WWW by following links automatically using Html Psar.
Information extractions are done by a domain based
mechanism using NetTv Module's Info Collector since
information extraction may differ on different doims. Each
module implements Wrapper for its domain in Info IEctior
to cooperate with Html Parser and Web Agent, thuoild
acquire or extract information, such as video tifigs and its
associated text information from collected dataNigb Agent
for the domain. Output of IC is a location of videlps,
related information for acquired video clips andfmxt

for

information that may aid user's search on videpscliThese
are called “extracted data”.

4.2. Database M anagement

Subsequently, the Database Management component
manages extracted data such as collected vides afid its
information in IC. It performs automatic indexing wideo
clips and text information into storage (databaseD8 in
short). Module’s DB Handler defines a domain baseg of
handling DB since different domains have differemttad
structures. Hence after, DM Manager stores theetdd data
in DB. It also handles domain dependent way of é&thing
on requests from IR Handler.

DM also has the responsibility for building a laage
dictionary for speech recognition system from carged DB.
Thus, it enables an automatic constriction of laggu
dictionary to adapt speech recognition to dynanodds.

4.3. Information Retrieval

The Information Retrieval component is responsibbe f
handling request from users and obtaining apprtgpeaswer
for the request. NetTv uses graphical user inter{@&Jl) and
speech user interface (SUI) as a retrieval metttagses DB
constructed in DM from collected information in 1@/hen
users make a request to NetTv by speech, speecfnidon
is performed in the speech by Julian. NetTv empliylgus-
3.5.2 [10] complied in Julian mode for speech redoons.
Julius is continuous speech recognition decodewsoé for
large vocabulary. After speech recognition is penfed, the

Management requests in xml format are forwarded to Speech €lian

where information is extracted by xml parser. Frextracted
results, System Control forwards the requests toogpate
module's IR Handler through IR Protocol and waitsnemns
for the requests. System Control is a part of thstesy
controlling all interaction between users and thstean and
decides appropriate actions. Each module impleméRts
Handler following IR Protocol pre-defined to contrefjuests.
Grammar of speech should be defined in IR Handlezaich
domain so that it could recognise the nature ofiests. SUI
also follows this grammar for speech recognitidRsHandler
makes appropriate actions of extracted requestsfetnbes
information from DB by communicating with DB Handler.
Finally, answers are fed back to Control System &enc
displaying the answer to the users.

4.3.1. Speech Interface

It is fundamental to design a speech interfacectueae
high performance in speech recognition in the dynamorld
in this project. Stereotypical methods of fixingnain and
manual construction of dictionary are not accegtamINetTv
since news and TV programs change frequently. Hitiad,
using a large vocabulary as a dictionary may haweet
recognition rate and it is costly to maintain thietidnary.
Therefore, this research proposes to produce Igggua
dictionary in different domains automatically antbyide a
capability of switching task domains flexibly by
superimposing the required domain. In other wowis,do
not try to gain better speech recognition perforceamwith
neither large vocabulary dictionary nor small vadaby
dictionary from domain restricted method, but weige to
create middle size dictionary in different domaiasd
switching them to provide both keyword coverage and
recognition rate.



Julian performs a grammar-based recognition byndefi
patterns or syntaxes of word sequences or sequenfces
classes containing list of words on given task iangmar.
Julian searches defined grammar for the most likelyuence
match. IR systems have greater discriminate poweérgus
grammar than just a sequence of words.

It keeps separate domain information and switching
dictionary to move domains. This enables users #@kem
various queries not merely title keywords such wahdt is
<xxx>?" and “news/TV program on <xxx>". Speech Ctien
extracts this information from the results. IR systeses this
result for information retrieval. Figure2 shows tBpeech
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Figure 2 Speech Interface

4.4, Module

Module is a pluggable component of NetTv, definimg
domain based rules or policy of data collectiorextraction,
data representation, and information retrieval ioméin
dependent matter. Module consists of three pam$p |
Collector, DB Handler and IR Handler, which inherieth
characteristics of three complements of NetTv, |G} Bnd
IR correspondingly. Module is the part which mangtes
each component of NetTv to define behaviours ofiMet
Info Collector shares IC of NetTv and uses Web Agenits
interface to collect information from WWW. A methaxf
extracting video clips and associated text fromleotéd
information should be defined here to have appateriC
mechanisms.

DB Handler is a DM part of NetTv. It defines rules f
managing collected information and representatibrdata.
Video clips, associated text and any other infoiomatto
support user's search are stored in DB throw DB Mamnag
IR characteristics of NetTv were inherited in IR Himndn
Module. IR Handler is in charge of decision makingda
fetching necessary data from DB by carrying out estu
analysis on user requests. Thus appropriate rglesh as
grammar rules for speech and which information ® b
retrieved, should be defined in IR Handler to regie
information from DB. IR Handler communicates with IRrs
of NetTv and performs information exchanges, whictiude
receiving request and sending result back, throRd&ocol.

We implemented the system to build pluggable domain
based modules so that it could restrict the doraathe user's
usage of multimedia data. A module should be impleted
to follow the pre-defined protocol or adapt intedaof IC,
DM and IR to communicate with them. In other words,
Module contains characteristics of three componefi¢etTv.
This architecture also provides extensible featusésthe
system by building a plug-in for new domains. Isal
provides a more effective speech interface sinceoiild
superimpose the target speech vocabulary for

recognitions. We believe that this architecturebédter for
speech recognition too.

5. NETNEWSAND HDDTV
IMPLEMENTATIONS

For experimental purpose, we build two modules Néets
and HddTv by applying above architecture.

5.1. NetNews

NetNews is a module enabling users to watch neigs cl
and associated articles on the internet by a speeeien
query search.
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Figure 4 NetNews Module

NetNews gathers information from news sites offgrin
video clips and articles. A typical news website Haeader
news page" containing a list of news headers lintedts
detailed news page. In the "detailed news pagedritains its
article and video clip with time stamp. A typicabWNs sites
layout shows in Figure3. The procedure of NetNevesiue
proceeds as follows:

1) Web Agent fetches "header news page" from a news
site containing list of news headers from WWW.

2) Html Parser extracts URL links from the header
news page for next crawl to fetch the detailed news
page.

3) For all URLs found in (2), the web spider collects
all the detailed news pages.

4) A collected page is parsed by Html Parser to ektrac

actual article of the news, news header and URL for
video clip link.

A Morphological Analysis is performed on the
article and the header extracted. They are broken
down into a sequence of morphemes. This process
mines nouns and calls these keywords. Also,

U1
-~



sequences of consecutive nouns construct noun
phrases and these are also considered keywords.
Finally, a DB is constructed by using these
keywords extracted from detailed news page as
video indexer and augmentation.

6)

Repeat steps 4-6 for all detailed news pages cetleicom
a header news page to obtain keywords. By followtimg
above procedure for all header news pages couldtrumh
fully automated video indexing on news.

All requests are made by speech as mentioned. HR@ssi
services that NetNews offers are:

. On requesting "news on <xxx>", responds with video
news on keyword <xxx> and plays the clip.

. A "detail article" request displays the detaileticks
on clip played at the moment.

. Requesting "next/previous clip" forwards/backwards
to next/previous clip if there are any.

5.2. HAdTv

HddTv also has a similar mechanism to NetNews. This
module offers searching and viewing of TV prograimst a
user has recorded on HDD based environments byclspee
Instead of collecting video clip, HddTv assumest ttize
video clip is already collected by users by reangdtheir
favourite TV programs on HDD. Thus, instead of edling
clips from internet, HddTv automatically collectfarmation
of the video clip from internet, that is EPG andldsia video
indexing database.
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Figure 5 HddTv Module

HddTv focuses on constructing video indexing from
recorded video clip and its EPG. This phase makesl gise
of internet resources to collect EPG informatiohe Tlow of
the collection and DB construction is explained belo

1) Web spider collects a web page on "date X"
containing a list of TV programs from internet
(EPG list page).

2) The web page is parsed by Html Parser and extracts
URL links to actual EPG.

3) For all links found in 2), spider collects EPGs and

EPGExtrator mines detailed information, for
example date, time, program name, performer on
the program etc, about a program regarding to the
EPG.

Build EPG DB to facilitate user search on program
name, time/date, performer and various another
ways.

By synchronising recorded video clip and EPG,
construct index table for the clip.

5)

The Web Spider needs to crawl through the internet
occasionally to collect EPG, since the informatiabout
programs is only released weekly in advance, bgatpg the
above procedure on a specified date. At the momelyt the
title of the TV program is used as an index keywordvideo
clips. A morphological analysis is preceded likeMews but
keywords are choices as sequence of all morphetras t
appear on title. This should be expanded to the
"program_subtitle” field on EPG to accommodate ifidity
in a user query and the user's needs in the futus,enables
richer augmentations of video.

Users are allowed to have request according tgtbtmcols
defined and the module handles them to make thiet rig
response. The chart below shows the available cgsrvon
HddTv for speech information retrieval. It is algossible to
ask question such as "who is <xxx>" about the peréos in
the program in this module.

. “program <xxx>" plays TV program with name
<xxx> and list of the video clip sorted by the date

. “display EPG” shows the EPG on viewing video clip.

. User could ask question such as "who is <xxx>?",
"what is <xxx>?".

. User could search for appearance of favourite
performer on the TV program currently watching by
saying "List program <xxx> appears". The name of
TV programs listed to users that the requested
performer scheduled to appear on the show for next
one week.

5.3. QA System

There are often situations when a user would lik&rtow
more details about some terms or events mentiamegkws.
In such circumstances, NetTv also provide QA like
mechanism to answer various questions. This isegeli by
queries like "what is <xxx>?" where <xxx> is theyk®rd
that the user wishes to have explained. This systerks like
a mini encyclopaedia trying to solve various quesi that
users might face during news viewing. The keyworgsitbe
in the index table before a user could make anyiasiy
otherwise speech recognition would not be ableetea the
keyword. At the moment the answer to the questiares
forward to online encyclopaedia, Wikipedia [12].the future,
this function may be refined to make better questimd
answering mechanism. Proper speech interfaced ey
is one of the main our major goal and it is leftoas feature
works.

6. Experiments

It is impractical to consider the whole domain mernet or

TV as a source of gathering video clips for experits since
it is time and resource consuming. Therefore, wdemented
two modules NetNews and HddTv for news on inteared
user's recorded TV broadcast for experiment.
NetNews is a module enabling users to watch neigs ahd
associated articles on the internet by a speeclerdmguery
search. NetNews gathers information from news siffesing
video clips and articles.



HddTv also has a similar mechanism to NetNews. This 6.2. Evaluation

module offers searching and viewing of TV prograimst a
user has recorded on HDD based environments byclspee
Instead of collecting video clip, HddTv assumest ttize
video clip is already collected by users by reaogdiheir
favourite TV programs on HDD. Thus, instead of ecting
clips from internet, HddTv automatically collectfdarmation
of the video clip from internet, that is EPG andldmia video
indexing database.

One of the purposes of our research is to buildAasgEtem
to answer various questions which may occur whikytare
watching video clip. Current QA system only dealghwi
factoid-based question, that is “what is <keyword>éhd
query is only forward to Wikipedia [12] at the mame
Construction of proper QA system with non-factoigpey
question is left as future works.

Table. 1: #Speech on Task & Retrieval Success rate

#Speech Tried Task Success Retrieval Success
1 63% 48%
2 69% 57%
3 70% 57%

Table. 2: User's System Evaluation

Satisfaction 2 3 4 5
measur ements
#users 1 3 4 1 1

Table. 3: Trained User's Task and Retrival Sccess

Rate
#Speech Task Success Retrieval Success
1 85% 67%

6.1. Evaluation M ethods

Evaluation of the system is measured by resuluo€sss of
the system response on user's requests and feeitbtrkns
of their sufficiency of the system usage and pemforce.
Experiments are performed with 10 users (9 malieniale)
who used NetTv under the condition of 117 news 91
keywords) and 18 TV programs (140 keywords). Easér u
made 10 queries to the system. All Morphologicabksis
are done using ChaSen [11].

The term “user speech” is defined as all requestdenby
user to the system, and “retrieval speech” as ffee requests
regard to information retrieval, which is requegtfior video
clips by keyword. Using these terms we evaluatedTie
success rate in tasks that the user requesteti@sso

Tablel describes different numbers of speech bied user
before the task or retrieval succeeded. Here, mgstaay not
make the right response to the user's requestadiine thature
of speech recognition technology. Hence, “numbespafech
tried” is the number of times a user made the sageest to
the system. Task success and Retrieval successsds al
measured for speech trained user and its reswtedstin
Table3.

Results show that the systems achieved about 70faskf
success rate on user's request to the system #clspe
repetition once is tolerable for users. Due tolimiation of
the speech recognition, there are words that areery easy
to decode.

NetTv accomplished a retrieval success of about 6@%wvo
tries. The rate improves to 65% success if we echitiny
user's query where keywords did not exist in the DB.

The system could not gain high user's satisfactaia. It
seems that users have a tolerance of repeatingrégiest to
a maximum of three times. The number of repeateggests
is a factor to gain user's support for the system.

The number of problems could be raised to imprdwe t
performance of the system. One of the reasonéolow rate
of the task success may be due to the lack ofuictsdn to the
participating users for speech. While Julian introgbs
flexibility in terms of what to say, it restrictsov to speak
under grammatical constraints. This prevents usens using
spontaneous speech which in turn prevents usarsrfraking
proper requests to the system. By training userspiech
grammar and/or how to use the system more effdgtive
NetTv could successfully perform about 85% of wsser'
requests. The retrieval success rate improves % BOve
discount any user’s query of keywords that do étten DB.
This shows that a few instructions in how to speakow to
use the system could achieve higher performandéetfv. If
this is the case, users may not have to make egpheaquests,
thus, it is possible to expect the user sufficien€yNetTv
would increase.

7. Conclusions

In this project, we introduced the architectureNstTv,
which enable to search video clips in and view thieyn
speech interface, with two modules NetNews and WdiVe
argued that a more effective and natural way okssiag
multimedia data from TV broadcasting and internetto
combine two platforms in one multimedia space. \hele
that this proposal assists users to improve thdarination
retrieval since it prevents unwilling platform csosgy when
they, for example, like to watch TV and/or videosnf the
WWW. Additionally, indexing of the multimedia inforation
becomes increasingly important, thus, using welbuees
definitely serves the purpose of multimedia augmuon.
Automatic dictionary generation and domain dictigna
switching for speech recognition is also introdudedthis

. Task Success: the rate of succeeded response madePaper. Flexibility and automatic dictionary gengmatis very

by system against “user speech”.

. Retrieval Success: the rate of succeeded retrieval

response made by system against "retrieval speech".

. Satisfaction Measurement: users feedback of how

much users satisfied with NetTv described in 5Ileve
1. unsatisfied, 2. mildly unsatisfied 3.normal,
4.mildly satisfied, 5. satisfied.

Tablel-3 shows the results of the experiments.

important in adapting dynamic worlds for speeclerifaice to
become a trend of next generation user interface.

Future work on NetTv research will mainly focus on
improving usability of the system and video congent
enrichment. Our interest in future research liesdinlding
intelligence to understand the contents of vidép lo} using
such technologies as image, speech as well as ahatur
language processing. It may be possible to prodicteer
description of video clip contents by utilising webwer or



extract speech from video clip using expanded kadgé.
Also, from collected data, it is possible to dedymessible
questions that users may have while watching vidigs and
to find solutions for these in advance from intémesources
to build proper QA system.

Multimedia information retrieval will take a venjdopart
of next generation information age, hence, a riohnoodal
and multi-modal analysis are an essential techryoltm
extract information from multimedia data. Underslizugy
multimedia contents and video contents expansion
augmentations is one of the aims of our futureaete
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